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SUMMARY

For over a decade, iron-based superconductors (IBSCs) have been the subject of intense scientific
research, yet the underlying principle of their pairing mechanism remains elusive. To address this, we
have developed a simulation tool that reasonably predicts the regional superconducting phase diagrams
of key IBSCs, incorporating factors such as anisotropic superconducting gap, spin-orbital coupling, elec-
tron-phonon coupling, antiferromagnetism, spin density wave, and charge transfer. Our focus has been
on bulk FeSe, LiFeAs, NaFeAs, and FeSe films on SrTiO3 substrates. By incorporating angle-resolved
photoemission spectroscopy (ARPES) data to fine-tune the electron concentration in the superconducting
state, our simulations have successfully predicted the theoretical superconducting transition temperature
(Tc) of these compounds, closely matching experimental results. Our research not only aids in identifying
patterns and establishing correlations with Tc but also provides a simulation tool for potentially predicting
high-pressure phase diagrams.

INTRODUCTION

The pairing mechanism of unconventional high-temperature superconductors (HTSCs) remains a significant enigma in the realm of physics.

Iron-based superconductors (IBSCs) consistently exhibit five shared characteristics.1,2 These include a momentum-dependent superconduct-

ing gap, spin-orbital coupling, antiferromagnetic fluctuations, nematic order, and a spin density wave (SDW).1–4 A multitude of theoretical

approaches underscore the importance of spin fluctuations in unconventional superconductors.5,6 Consequently, the development of a

comprehensive theoretical model that leverages spin fluctuations to predict the complete superconducting phase diagram under varying

pressure conditions seems to be a logical and promising direction.

Antiferromagnetiic (AFM) effect enhances electron-phonon coupling in IBSC,7–10 while the combination of AFM and SDW in IBSC leads to

a constructive-like interference effect, further amplifying local AFM fluctuations. Out-of-plane phonon is then contributed to electron-phonon

coupling, with the imbalanced out-of-plane displacement of Fe atoms facilitating a local electric potential across themagnetic and non-mag-

netic boundaries under SDW, where atomic vibrations in the magnetic regions are usually slower. The significant AFM fluctuations under the

constructive-like interference suggest that the mean-field density functional theory (DFT) approach may not accurately describe IBSCs.

Hence, the impact of differential out-of-plane phonons in IBSC should be included in the superconducting transition temperature (Tc) calcu-

lations. On the other hand, nanostructuring could be a way to improve the Tc of IBSC such as FeSemonolayers on SrTiO3 substrates achieving

Tc values of 100 K.10–13 High-energy phonons, particularly Fuchs-Kliewer F-K phonons (1,159 K),13–18 are implicated in the unconventional pair-

ing mechanism of IBSC, as observed in the FeSe/SrTiO3 interface. However, the reason for variations in Tc of FeSe/SrTiO3, ranging from 20 to

80 K, remains an open question.

In the study of unconventional superconductors, it is commonly believed that the Cooper pairing mechanism cannot be explained solely

by a standard scenario involving electron-phonon coupling on the Fermi surface. However, it is possible that considering this interaction on

the Fermi surface alone might be insufficient to account for all the relevant electrons involved in HTSCs, because angle-resolved photoemis-

sion spectroscopy (ARPES) data actually demonstrate that the onset of superconductivity influences the distribution of electrons as far as

�0.03–0.3 eV below the Fermi energy EF in IBSC (abbreviated in the following as ‘‘ARPES range’’).17–19 To conduct an in-depth analysis of

the formation of Cooper pairs in IBSC, we have taken into account the actual concentration of superconducting electrons while considering

the five common characteristics in HTSCs together.
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It is important to clarify that the objective of this paper is not to put forth a theory of IBSCs. Instead, our focus is on the development of a

specialized simulation tool tailored for the simulation of phase diagrams of IBSC, particularly under the influence of pressure. This tool can be

employed once a sample has confirmed the existence of IBSC at ambient pressure. Furthermore, it provides the opportunity to investigate the

complex interplay between electron-phonon interaction, superconductivity, and magnetic properties, whichmay also hint at the origin of the

Tc offset in FeSe/SrTiO3.

RESULTS

In Figure 1A, the phase-diagram simulation of LiFeAs superconductor is presented. It reveals that the 1st-order antiferromagnetic (AFM) fluc-

tuation exhibits a significant error in the pressure dependence on the Tc compared to the 2nd-order AFM fluctuation. Figure 1B showcases the

pairing strength under the 2nd-order AFM fluctuation and the exchange factor. Interestingly, both parameters show a decrease under pres-

sure, which perplexes the observed reduction in Tc under pressure. When the pressure is increased from 0 to 6 GPa, RARPES exhibits a slight

increase from 2.6 to 2.8. The effect of charge transfer in the tetrahedral region shows a computed value of Rph

��
P = 0

= 1.34. Furthermore, we

have also used the literature results7,8 for our analysis in which R2
AFM

��
P = 0

= 1:68 and RSDW = 2. Another literature study on LiFeAs has re-

vealed that the momentum dependence on the superconducting gap can exhibit a 4-fold symmetry.20 This means that the magnitude of

the superconducting gap varies with different directions in momentum space. Upon considering the shape of the anisotropic wave vector

in k-space, the pairing strength decreases by 42% due to fanisotropy. This finding also suggests that the presence of anisotropy leads to a

decrease in the average pairing strength compared to the isotropic case.21 As an example, we show the Tc calculation of LiFeAs at 0 GPa

in the supplemental information.

The ARPES data for NaFeAs show neither an unusual distribution of electrons below the Fermi level nor momentum dependence on the

superconducting gap. Hence, we set RARPES = 1 and fanisotropy = 1. Meanwhile, our two-channel model gives Rph

��
P = 0

= 1:51. By using the

literature result, we obtain R2
AFM = 1:62 for NaFeAs at 0 GPa.7 Figure 2 shows the calculated Tc of NaFeAs as a function of pressure after incor-

porating the parameters into AFM fluctuation. To calculate the Tc of uncompressed NaFeAs, we have listed the steps mentioned in the sup-

plemental information.

Under compression, the behavior of FeSe exhibits enhanced AFM fluctuations, resulting in an increase in the Tc. This phenomenon is illus-

trated in Figure 3. Our approach utilizes a mean field methodology, which considers spin fluctuations to be proportional to the mean field

Hamiltonian. As pressure increases, the optimized pairing strength in FeSe also increases. The ARPES factor in FeSe demonstrates an upward

trend from 1.8 to �3.5 at higher pressures, while we directly utilize a Coh factor of RphRSDW=4.
8 When using spin-unrestricted mode rather

than spin-restricted mode, the electron-phonon coupling is amplified by a factor of only 1.5. The gap equation is obtained from the litera-

ture,24 which interprets that the anisotropy causes a �40% decrease in the pairing strength based on the 4-fold symmetry. We calculate

the Tc of an uncompressed FeSe superconductor in the supplemental information.

Our computational model enables us to calculate the highest Tc observed in the IBSC family, i.e., a FeSemonolayer on a SrTiO3 substrate.

Upon geometric optimization, we observed a change in the tetrahedral angle of Fe-Se-Fe from 104� to 108�, and a tiny lattice distortion is

detected in the unit cell. It has been found that when FeSe is deposited as a monolayer on SrTiO3, its antiferromagnetic energy can be

enhanced due to low dimensionality.13 The FeSe film on SrTiO3 exhibits a 14% increase in exchange-correlation energy compared to bulk

FeSe. In addition, the local magnetic moment of FeSe under the influence of the substrate increases from 0.5 to 1.2 mB in the role of internal

pressure, which leads to a 6-fold increase in AFM fluctuation. The Rph value, which represents the induced xy potential in the tetrahedral re-

gion, also increases from 2.1 to 2.9. evenwithoutmultiplying by f ðEexÞ. Furthermore, the analysis of ARPES data reveals a notable shift in spec-

tral weight within the superconducting state, approximately 0.1–0.3 eV below the Fermi level.18 This shift suggests that electrons within this

Figure 1. The theoretical and experimental Tc values of LiFeAs are found to be closewith each other when the pressure dependence of pairing strength

is monitored by 2nd AFM fluctuation

(A) The Tc vs. pressure of LiFeAs. The 4-fold symmetry in the k space of LiFeAs20–22 can be visualized by two overlapped red ellipses. The overlap region is divided

into 8 equal partitions using blue lines, resulting in 8 distinct regions. Each of these regions has an equal area, denoted as
R p=4
0

1
2pangular ðqÞ2dq.

(B) The pairing strength and the antiferromagnetic exchange factor under pressure are plotted. These factors play a crucial role in understanding the behavior of

LiFeAs superconductor and its response to changes in pressure.
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energy range undergo superconductivity. The Fuchs-Kliewer F-K phonon, activated through the interface, contributes a vibrational energy of

approximately 100meV (1,159 K).16 The pairing strength is significantly enhanced when the interfacial F-K phonon is involved. This substantial

vibrational energy, coupled with a high Debye temperature, results in a theoretical Tc value of 98 K. Remarkably, this calculated Tc closely

aligns with the experimental Tc of 100 K.18 Taken together, we should not overlook the role of interfacial phonons under antiferromagnetic

SDWs in driving the superconducting behavior of the system. We demonstrate the Tc calculation of FeSe/SrTiO3 in the supplemental infor-

mation. However, lattice mismatch is a crucial factor influencing the stability of Tc values in FeSe/SrTiO3 systems. Even a relatively small

compressive surface strain of approximately 2.5% can significantly reduce the Tc value to around 20 K (see supplemental information).

DISCUSSION

When a material exhibits superconductivity at ambient pressure, it becomes intriguing to explore how the Tc may be influenced by applying

pressure. Conducting experiments to directly measure Tc at high pressures, even at magnitudes of�10–20 GPa, is a complex task.26,27 There-

fore, it becomes crucial to develop a superconducting phase-diagram simulator to predict Tc values under the influence of high pressure. Our

development of the phase-diagram simulator incorporates momentum-dependent superconductivity using charge transfer in the tetrahedral

regions in the presence of an antiferromagnetic SDW under spin-orbital coupling, which exhibits reasonably good accuracy in Figures 1, 2,

and 3.

The Tc calculation in Figure 1A indicates that the pairing strength of LiFeAs is better suited for fitting second-order AFM fluctuations. This

remark is drawn from observing that the error in Tc is much more serious when pressure is raised under the 1st-order AFM fluctuations. Fig-

ure 1B provides evidence that the decrease in Tc in LiFeAs can primarily be attributed to the suppression of AFM fluctuations at high pres-

sures. On the other hand, in NaFeAs, a compensation effect is observed between 1 and 2 GPa, where there is an increase in pairing strength

and a decrease in antiferromagnetic (AFM) fluctuation. As a result, there is no significant change in the Tc between 0 and 2 GPa in NaFeAs

when compared to the situation in LiFeAs. In compressed FeSe, the magnetic moment of Fe increases, leading to an increase in AFM energy

under pressure, and presumably, we observe an increase in the Tc. It is worth noting that at low pressure, there may not be a significant dif-

ference in the pairing strengthwhen considering the effects of both 1st AFMand 2ndAFMfluctuations. This is becausewhen the independent

variable is small, it is possible for a dependence variable to be fitted linearly.

The ARPES factor slightly increases with pressure. This can be attributed to the higher Debye temperature, which allows for the averaging

of more high-energy electrons to participate in the electron-phonon scattering. However, when pressure (or Debye energy) becomes too

high, the ARPES factor may drop because of the accumulation of a large number of high-energy electrons, which intensifies the screening

effect. The proportionality between the ARPES energy range and Debye energy is supported by comparing the ARPES data of the 100 K

2D FeSe/SrTiO3
18 with other bulk IBSCs. In the case of these�10–30 K bulk IBSCs, the electrons influenced by superconductivity are located

at an energy range of 0.03–0.06 eV below the Fermi level.17 However, in the 100 K 2DFeSe/SrTiO3, the affected electrons span awider range of

0.1–0.3 eV below the Fermi level,18 andmeanwhile the interfacial phonon shows an energy of 1,159 K (or 0.1 meV),16 providing support for the

3- to 4-fold increase in proportionality. However, the Debye energy can be either lower or higher than the ARPES energy range that may intro-

duce errors in the Tc calculations. In the FeSe/SrTiO3 system, the Rph value is observed to be 1.5 times higher compared to bulk FeSe. This

difference in Rph can be attributed to the structural asymmetry between the upper and lower tetrahedral regions within the FeSe layer. In this

composite, the upper tetrahedral region exists in a vacuum space, while the lower tetrahedral region interacts with the SrTiO3 substrate. The

presence of the substrate leads to a reinforcement of the non-cancellable out-of-plane phonon,8 which in turn strengthens the effect of the

induced xy potential. The stability of experimental Tc values in FeSe/SrTiO3 systems can be heavily influenced by lattice mismatch. A tiny

compressive surface strain of around 2% can lead to a significant decrease in the Tc value, lowering it to approximately 20 K. This reduction

in Tc can be primarily attributed to a substantial drop in themagneticmoment of the Fe atom,which decreases by almost one-fourth for strains

up to approximately 2.5%. This proves its high Tc phenomenon is mainly driven by spin-spin fluctuation. According to our model, no calcu-

lated Tc value can exceed 99 K in FeSe/SrTiO3. This can be easily verified by setting the absolute pairing strength to infinite.

Figure 2. The theoretical and experimental Tc of NaFeAs vs. pressure

(A) The Tc values of NaFeAs, both theoretical and experimental,23 are presented.

(B) The plots illustrate the relative changes in AFM fluctuation and the pairing strength under 1st AFM fluctuation, with pressure as the independent variable.
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Although the impact of spin-orbital coupling on electron-phonon coupling in these compounds may only be a few percent, it should

not be underestimated or disregarded in understanding the pairing mechanism of IBSC. In the case of LiFeAs, for example, it has been

experimentally confirmed that spin-orbit coupling (SOC) exists28 where the presence of SOC affects the Fermi surface, specifically re-

sulting in the disappearance of one of the 3D small-hole pockets near the Z point.29 In the case of FeSe, the splitting of the bands in-

creases more significantly away from the G point compared to the case without spin-orbit interaction (SOI).30 This observation suggests

that the effectiveness of Cooper pair formation under SOI is more dependent on the angular distribution within the momentum space. In

summary, for both LiFeAs and FeSe, the presence of SOI leads to a more complex Fermi surface, and the effectiveness of triggering

Cooper pair formation varies as a function of the angular momentum space. Our findings indicate that SOC only leads to minor changes,

on the order of a few percent, in the absolute pairing strength when comparing systems with and without SOC. This is because the inte-

gration of momentum space, when considering systems with and without SOC, yields nearly identical numerical number. Then the ab-

solute pairing strength with and without SOC remains almost the same after renormalization. Although our model is capable of predict-

ing their Tc under compression, our work may not provide a comprehensive explanation of how electrons are paired in the complex

environment of IBSC. In other words, spin-orbital coupling may play a key role in initiating electron pairing,28 but once Cooper pairs

are formed at 0 GPa, the influence of spin-orbital coupling on the stability of these pairs under pressure may become less pronounced.

Nematicity also has the potential to influence the momentum dependence of the superconducting gap.31 However, the exact relation-

ship or formula connecting the gap anisotropy and nematicity remains unknown since 2008. In spite of this, we captured the experi-

mental data20,24 such as the anisotropic Fermi surface or the gap equation directly, to mimic the effect of nematicity preliminarily. It

is worth noting that nematicity sometimes pales the connection between pairing strength and AFM fluctuation.31 Even if nematicity pales

the connection between them, the reduction in pairing strength by 50% as a result of gap anisotropy is not anticipated. Such a significant

decrease in pairing strength could potentially lead to the emergence of a p-wave superconductor32 which is not expected in these

three samples. Fortunately, setting 0:5< fanisotropy < 1 does not lead to a significant deviation in the calculated Tc. This argument is sup-

ported by our analysis of LiFeAs and FeSe. For instance, at 0 GPa, the error in the theoretical Tc of LiFeAs is only G2 K when we tune

0:5< fanisotropy < 1, while for uncompressed FeSe it is only G1.5 K. This behavior is distinct from low-Tc BCS superconductors where re-

normalization would result in a larger change in Tc. The reason for this difference lies in the initial pairing strength of the materials before

renormalization. In the case of LiFeAs and FeSe, the initial pairing strength is already very large, which means that even after renorm-

alization, the resulting value remains very close to 1.

The interplay between different bands and their respective Fermi surfaces introduces additional degrees of freedom for spin excita-

tions. Interband interactions between the Fermi surfaces may enhance spin fluctuations by promoting spin excitations between different

bands, and hence it may raise the exchange factor to increase the Tc. However, the exchange factor is computed within the context of an

all-in-one DFT calculation, ensuring that the interband interactions should be incorporated already. Although different DFT functionals

handle the interband interactions in different ways, we utilize a range of DFT functional, such as BYLP, RPBE, PW91, PBESOL, m-GGA,

and others, to estimate the exchange-correlation energy. The variation in the exchange-correlation energy among these different DFT

functionals is typically below 2%. Even when considering higher-order exchange couplings, the resulting impact on the Tc is typically

less than approximately 10%. This is because the difference between renormalizing two distinct large absolute pairing strengths is not

readily apparent.

Our model does not exclusively rely on a phonon-driven mechanism (phonon is only a medium to collect the amplification effects of spin

fluctuation); it incorporates spin fluctuations as a significant contributor to the pairing interaction. This approach bridges the gap with the

traditional phonon-mediated scenario, wherein spin fluctuations markedly enhance the electron-phonon coupling. Our objective is to illus-

trate that this expanded framework, which we term as a spin-fluctuation-assisted and phonon-mediated scenario, could serve as a viable

model for elucidating the phenomena observed in iron-based superconductivity. Our simulations demonstrate that, despite the application

of a two-channel model, the phonon frequency undergoes only a minimal change, amounting to less than a few percent. However, the

Figure 3. The theoretical and experimental Tc of bulk FeSe

(A) Both the theoretical and experimental25 Tc values show an increase under pressure for FeSe.

(B) The pressure dependence of the pairing strength in the presence of 2nd AFM fluctuation is demonstrated.
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two-channel model allows us to observe a clear increase in the electronic density of states and the local magnetic moment of Fe when the

differential out-of-plane phonon emerges. Therefore, our findings suggest that the high Tc observed in this system is primarily driven by spin

fluctuations, rather than phonon energy. However, in order to visualize and understand these phenomena more comprehensively, it is essen-

tial to analyze the effects of individual out-of-plane phonons on the electronic density of states (DOSs), instead of solely focusing on the

impact of an average out-of-plane phonon on the DOS. It is important to note that phonon may act as a medium for collecting the robust

effects arising from electron-electron interactions and spin fluctuations.

It is indeed possible to enhance the accuracy of our Tc simulator by incorporating additional factors. One approach is to separate the

phonon data into acoustic and optical modes in the McMillian Tc formula selectively, allowing us to analyze the distinct phonon effects

contributed by each mode. Such insights will be valuable for refining our Tc simulator and improving its accuracy in predicting Tc for

different materials or scenarios. On the other hand, if the charge density wave (CDW) is dynamic and interacts with spin fluctuations, pre-

dicting the influence of these factors on superconducting pairing presents a significant challenge due to the intricate interplay of these

phenomena. However, in our Tc simulator, we incorporate a methodology33 to multiply the exchange enhancement factor with the pairing

strength using a separation of variables. This may allow us to emulate the dynamic interaction between the CDW and spin fluctuations

within the system at a small-pressure regime approximately. We have observed a notable rise in the electronic DOS at the interface be-

tween non-magnetic and magnetic regions within a SDW pattern. This substantial increase in the local electronic DOS at the interface

suggests the presence of a CDW.

When compared to our old IBSC model,34 our current IBSC model has significantly upgraded. The old IBSC model34 was a preliminary

version that represented our best effort available at that time. However, the model has been undergoing development and gaining in-

sights over time. There were five limitations in the old IBSC model34: (1) it did not take into account the electrostatic screening effect

when revising the electron concentration within the ARPES range; (2) it did not optimize the combined effects of antiferromagnetic fluc-

tuation and SDW; (3) it also assumed s-wave pairing without conducting a thorough analysis of the momentum dependence of the super-

conducting gap that could arise from nematicity; (4) the effects of spin-orbital coupling and higher-order spin fluctuations were not consid-

ered either; and (5) it involved a multiplication of the exchange factor by the renormalized pairing strength empirically where the exchange

factor should have been multiplied by the original pairing strength before renormalization. In contrast, here, our current IBSC model has

addressed these 5 limitations.

Our simulator has proven to be effective in bridging the gap between theoretical and experimental Tc values in IBSC. Despite this, the

pursuit of a comprehensive theory in this domain is still in progress, indicating the need for additional research and exploration. Our model

offers a credible approach to explain the high Tc values observed in IBSC. This approach could potentially be applied to other unconventional

superconductors in the future. However, it is important to note that there may be alternative models capable of accurately predicting the

theoretical Tc of IBSC through entirely different mechanisms.

Limitations of the study

The current model demonstrates proficiency in handling various types of CDWs, including the major 11, 111, and 122 types. However, it

should be noted that we look forward to encountering challenges when dealing with more complex CDW structures, such as the

1111-type. The mathematical formulation and analysis of such intricate CDW patterns may require further modifications and advancements.

It is important to acknowledge that addressing these complexities is an ongoing area of research, and future improvements inmodeling tech-

niques may enhance our ability to effectively handle and interpret the intricacies of CDWs.
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EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

No experimental model and participant in this study.

METHOD DETAILS

Charge transfer in the tetrahedral regions in the presence of AFM-SDW

To avoid the high computational cost and time-consuming experimental effort involved in calibrating ’A’ in the GGA+A functional for the

emergence of the induced xy potential,8,10 we propose a two-channel model for iron-based superconductors. In this model, we designate

the upper tetrahedral plane as channel 1 and the lower tetrahedral plane as channel 2. By applying the superposition principle, we can inde-

pendently calculate the induced xy potential arising from channel 1 and channel 2 individually. We define Rph � 0:5ðDOSXY
1

+DOSXY
2

Þ
DOSXY

1&2

where

DOSXY
channel is the mean density of states of electrons within the ARPES range, where ‘channel’ can be ‘1’ or ‘2’, or ‘1&2’. We analyze the effect

of the out-of-plane phonon vibration (+z and –z) on the electronic DOS, respectively. Specifically, the out-of-plane phonon vibration along

the +z direction influences the DOS (so-called DOSXY
1 ), while the out-of-plane phonon vibration along the -z direction affects the electronic

DOS (so-called DOSXY
2 ). To obtain an overall picture, we average the DOS values from both separate cases, resulting in <DOS> = (DOSXY

1 +

DOSXY
2 )/2. Due to symmetry considerations,DOSXY

1 = DOSXY
2 (unless otherwise specified). On the other hand, the redistribution of AFM fluc-

tuations under SDW leads to a much stronger local AFM fluctuation alternatingly, where RSDW is always 2 based on the conservation of an-

tiferromagnetic energy.

ARPES analysis

This factor accounts for the average electron-phonon scatteringmatrix within the spectral weight shift range of ARPES data17–19 The dielectric

constant, denoted by ε, regulates the screening effect when there is interaction among all relevant electrons associated with the induced xy

potential. By incorporating the ARPES factor, the electron-phonon scattering matrix g increases by RARPES �
C
PEF

EF �EDebye
gpp0 ðE0Þ=ε0D

gpp0 ðEF Þ=ε .

Anisotropic k space

Concerning themomentumdependence of the superconducting gap, we use the anisotropic wavevector in the literature.20,24 The anisotropic

momentum space is modeled by an ellipse equation approximately, pangularðqÞ =
amajorbminorffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðbminor
2 � amajor

2Þcos2q+amajor
2

p . The major a and minor b axes

determine the extent fanisotropy to which the relative area of anisotropic momentum space (
R

1
2pangularðqÞ2dq), deviates from a perfect circle.

To monitor the 4-fold superconducting gap, it may be necessary to observe the overlapping of two ellipses (please see Figure 1A).

REAGENT or RESOURCE SOURCE IDENTIFIER

All analyzed data This Study
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AFM & SDW amplified electron-phonon interaction under spin-orbital coupling

The spin-orbital coupling (SOC) of IBSC is commonly around 10meV.28 It is reasonable to consider the influence of SOC to electron-phonon

interaction. In the presence of the Coh factor8 (RSDW$Rph) and ARPES factor, the ionic potential becomes VXYRph and the Eliashberg function

may be written as

a2FðuÞ �
* XVEF

VEF
�VDebye

Z
d2pE

vE

+* XVF

VF �VDebye

Z
d2pE

0

ð2p-Þ3vE 0

+

X
v

d
�
u � up�p0v

������
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

-

Cup�p0v

s Z
ui$V

�
VXYRph

�
j�
pRSDWRARPESjp0dr

�����
2 ,* XVEF

VEF
�VDebye

Z
d2pE

vE

+

where C
PVF

VF �VDebye

R d2pE

vE
D is the surface integral at different electron energies within the ARPES range and vE ˛ ðvEF

� vDebye;vEF
Þ. The velocity

vDebye is converted from the Debye energy and FðuÞ is phonon data. The Planck constant is - andC is amaterial constant. The pairing strength

become l � 2
R
a2FðuÞ

u
du35 where a2 � a2

EF
ðfanisotropyÞR2

AFMR
2
PhR

2
SDWR2

ARPES . R
2
AFM is always above 1 when electron-phonon calculation is

switched from spin-restricted to spin-unrestricted situation. When strong coupling is observed, the renormalized electron-phonon coupling

and pseudopotential are expressed as l�PS = lPS
lPS+1

and m� = m
lPS+1

, respectively.35 fanisotropy equals to 1 for an isotropic momentum space. The

variation of the exchange interaction, f ðEexÞ � ½MFeMFeEco �P > 0

½MFeMFeEco �P = 0
under applied pressure P, can be monitored using the pressure dependence of

the antiferromagnetic interaction. The value of f ðEexÞ is controlled bymagneticmoment of Fe atomMFe and exchange correlation energy Eco.

In the context of energy transfer from AFM fluctuations to electron-phonon coupling, it is observed that the maximum AFM interactions

between two neighboring Fe atoms can only double their own AFM energy in a repeating unit. However, it leads to a result that the electron-

phonon interaction is amplified by a factor of 22 = 4, thereby suggesting the presence of higher-order AFM fluctuations. We will compare the

calculated Tc values for 1
st order and 2nd order AFMfluctuations as a function of pressure. If the compressed sample is under the 1st order AFM

fluctuation, we set R2
Ph

��
P > 0

� R2
Ph

��
P = 0

$f ðEexÞ and R2
AFM

��
P > 0

� R2
AFM

��
P = 0

$f ðEexÞ. Otherwise, we set R2
Ph

��
P > 0

� R2
Ph

��
P = 0

$f ðEexÞ2 and

R2
AFM

��
P > 0

� R2
AFM

��
P = 0

$f ðEexÞ2. Although the accuracy of calculating the pseudopotential for a strongly correlated electron system, such as

Fe-based superconductors, as a function of Debye temperature and Fermi level,36 may not be very precise, it has been suggested that

the value should be approximately 0.15 for most Fe-based superconductors.36 We put the ab-initio details in the supplemental information.

QUANTIFICATION AND STATISTICAL ANALYSIS

The Tc resulting fromfirst vs. second-order antiferromagnetic fluctuations is pivotal for achieving success in this formula. The data is computed

in CASTEP where the accuracy is high enough to ensure that the data is not functionally/parametrically dependent. This is not a statistical

model and hence no statistical analysis is reported here.
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