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Objective: Electronic health records (EHR) data-discontinuity, i.e. receiving care outside of

a particular EHR system, may cause misclassification of study variables. We aimed to validate

an algorithm to identify patients with high EHR data-continuity to reduce such bias.

Materials and Methods: We analyzed data from two EHR systems linked with Medicare

claims data from 2007 through 2014, one in Massachusetts (MA, n=80,588) and the other in

North Carolina (NC, n=33,207). We quantified EHR data-continuity by Mean Proportion of

Encounters Captured (MPEC) by the EHR system when compared to complete recording in

claims data. The prediction model for MPEC was developed in MA and validated in NC.

Stratified by predicted EHR data-continuity, we quantified misclassification of 40 key

variables by Mean Standardized Differences (MSD) between the proportions of these vari-

ables based on EHR alone vs the linked claims-EHR data.

Results: The mean MPEC was 27% in the MA and 26% in the NC system. The predicted

and observed EHR data-continuity was highly correlated (Spearman correlation=0.78 and

0.73, respectively). The misclassification (MSD) of 40 variables in patients of the predicted

EHR data-continuity cohort was significantly smaller (44%, 95% CI: 40–48%) than that in

the remaining population.

Discussion: The comorbidity profiles were similar in patients with high vs low EHR data-

continuity. Therefore, restricting an analysis to patients with high EHR data-continuity may

reduce information bias while preserving the representativeness of the study cohort.

Conclusion: We have successfully validated an algorithm that can identify a high EHR

data-continuity cohort representative of the source population.

Keywords: electronic medical records, data linkage, comparative effectiveness research,

information bias, continuity, external validation

Introduction
Comparative effectiveness research based on health-care data generated from rou-

tine-care delivery, so-called “real-world data”, can provide timely and more gen-

eralizable evidence on the effects of prescription drugs and medical or surgical

interventions.1 Among the real-world data sources, electronic health records (EHR)

contain rich clinical information essential for many drug effectiveness studies (e.g.,

smoking status, body mass index, blood pressure levels, laboratory test results, etc.)

that are not available in other routine-care databases, such as insurance claims data.
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There has been a remarkable growth in CER studies using

EHR as the primary data source in the last decade.2,3

However, most EHR systems in the US, with the exception

of highly integrated health plans, do not comprehensively

capture medical encounters across all care settings and

facilities, thus may miss a substantial amount of informa-

tion that characterized the health state of its patient

population.4

Lack of “EHR data-continuity” or “EHR data-

discontinuity”, defined as “having medical information

recorded outside the reach of an EHR system” can lead to

a substantial amount of information bias. Based on data from

two large metropolitan EHR systems in Massachusetts, we

found that a single EHR system captures less than 30% of all

the health-care information, which can translate into up to 17

fold greater misclassification of CER-relevant variables in

those with record capture rate<10% vs ≥80%.5 While link-

age to an additional data source that captures comprehen-

sively the longitudinal encounters, such as insurance claims

data, can remedy this information bias, such linkage is often

not feasible. Therefore, we had previously developed

a prediction model to identify patients with high EHR data-

continuity with the predictors available in a typical EHR

system. We demonstrated that restricting to patients with top

20% predicted EHR data-continuity can reduce the misclas-

sification of key CER variables by fourfold. We also showed

the patients with high EHR data-continuity had similar co-

morbidity profiles when compared with the remaining

population.

However, the external validity of the EHR data-

continuity prediction model across different EHR systems

is unknown. Given there are >600 EHR systems in use in

the US with diverse database structures,6 it is essential to

test the performance of this prediction algorithm in

a different EHR system. The EHR data-continuity predic-

tion model was developed in Massachusetts (MA), and we

aimed to validate the performance of the algorithm in

a provider system in North Carolina (NC) that uses

a different EHR vendor.

Methods
Data Sources
We linked longitudinal claims data from fee-for-service

Medicare parts A, B, and D databases to EHR data for two

medical care networks, one each in MA and NC. The algo-

rithm was developed in the MA system and the NC system

was used as the validation set. The MA system consists of

one tertiary hospital, two community hospitals, and 17 pri-

mary care centers; and the NC systems includes 1 tertiary

hospital, 5 community hospitals, and >200 clinics. Both

systems include medical facilities across the full spectrum

of care continuum. Each EHR database contains information

on patient demographics, medical diagnoses, procedures,

medications, and various clinical data. The Medicare claims

data contain information on demographics, enrollment start

and end dates, dispensed medications and performed proce-

dures, and medical diagnoses.7 The Institutional Review

Board of the Partners HealthCare System approved the

study protocol and patient privacy precautions.

Study Population
Among patients aged 65 and older with at least 180 days

of continuous enrollment in Medicare (including inpatient,

outpatient, and prescription coverage) from 2007/1/1 to

2014/12/31, we identified those with at least one EHR

encounter during their active Medicare enrollment period.

The date when these criteria were met was assigned as the

cohort entry date after which we started the evaluation of

their EHR data-completeness and classification of key

variables. Those with private commercial insurance and

Medicare as secondary payor were excluded to ensure we

have comprehensive claims data for the study population.

Study Design
Whether an EHR system holds adequate data for a particular

individual (so-called “EHR data-continuity status”) may

change over time because patients may seek medical care

in different provider systems over time. Therefore, we

allowed the EHR data-continuity status to change every

365 days (Appendix Fig S1). The assumption was that

most patients aged 65 and older would present for a regular

follow-up with records in the claims data at least annually.

A short assessment period may lead to unstable estimates of

the capture rates and a long period would make the data-

continuity status less flexible over time. We followed patients

until the earliest of the following: 1) loss of Medicare cover-

age; 2) death; 3) 2014/12/31, the end of the study period.

Measurement of EHR Data-Continuity in

an EHR System
To assess EHR data-continuity, we calculated the Mean

Proportions of Encounters Captured (MPEC) by the EHR

data:
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MPEC ¼ Outpatient encounters recorded in EHR

Outpatient encounters recorded in claims data

�

þ Inpatient encounters recorded in EHR

Inpatient encounters recorded in claims data

�
=2

Patients generally have substantially more outpatient than

inpatient visits. This definition purposefully gives more

weight to inpatient than to outpatient visits. This is con-

sistent with usual data considerations in CER where the

recording of inpatient diagnosis is considered more com-

plete and accurate than in outpatient settings.8 The incom-

plete terminal year during follow-up (with length less than

365 days) was not used to calculate MPEC to avoid

unstable estimates.

External Validation
Using data from the MA system, we had previously pub-

lished a prediction model for identifying patients with high

EHR data-continuity (Appendix, Table S1).9 Based on the

data in the NC system, we externally validated the perfor-

mance of this model by 1) Discrimination against and

correlation with the observed (measured) MPEC: We pre-

viously found that 60% was the minimum MPEC needed

to achieve acceptable classification of the selected vari-

ables according to one possible cut-off suggested in the

context of confounding adjustment.5,10 We computed the

area under the receiver operating characteristic curve

(AUC) using our model to predict observed MPEC

≥60%. We also evaluated how the predicted MPEC was

correlated with the observed MPEC by Spearman rank

correlation coefficient. The model coefficients were

derived in the MA system, but the predicted EHR data-

continuity was calculated based on the predictor informa-

tion in the NC system. As a sensitivity analysis, we

updated the coefficients based on the NC system to eval-

uate if the locally derived model would result in a better

performance. 2) Misclassification of 40 key CER vari-

ables: We evaluated the misclassification of 40 selected

CER variables commonly used as drug exposure (n=15),

outcome (n=10), or confounders (n=15) in CER

(Appendix, Table S2). The 10 outcome variables were

based on previously validated algorithms.11–18 The diag-

nosis and procedure codes in the EHR were extracted from

the billing system, which used the same coding system

(i.e., International Statistical Classification of Diseases and

Related Health Problems [ICD],) Current Procedural

Terminology [CPT], and Healthcare Common Procedure

Coding System [HCPCS] codes) as did the claims

database. For each year following the cohort entry date,

we evaluated the misclassification of these 40 variables,

stratified by deciles of predicted MPEC.

Metrics of Misclassification
(a) Sensitivity of positive coding in EHR when compared

to coding in the linked claims-EHR data:

Sensitivityvariable ið Þ ¼
# of patients with variable ið Þ
¼ 1 based on EHR alone

# of patients with variable ið Þ ¼ 1 based

on the linked claims plus EHR data

i ¼ 1� 40

By design, because the gold standard was classification based

on all available data, specificity was expected to be 100% for

all variables, but if the study EHR system did not capture

medical information recorded in other systems, sensitivity

could be low; (b) Standardized difference comparing the

classification based on only EHR vs that based on the linked

claims-EHR data: Standardized difference is a measure of

distance between two group means standardized by their

standard deviations.19 Within levels of predicted MPEC, we

computed mean sensitivity and mean standardized difference

(MSD) for the 40 CER-relevant variables.

Evaluation of the Representativeness of

the Cohort with High EHR

Data-Continuity
Based on our prior findings,9 we defined patients in the top

20% of predicted MPEC as the “EHR data-continuity

cohort”. We compared the proportions of all categories

of combined comorbidity score (CCS), a widely used

comorbidity scores in CER20 based on claims data in

those within vs outside of the EHR data-continuity cohort

to see if those with high predicted EHR data-continuity

had similar comorbidity profiles when compared to the

remaining population. We used claims data for the repre-

sentativeness assessment, assuming similar completeness

of claims data across different levels of EHR data-

continuity. All the statistical analyses were conducted

with SAS 9.4 (SAS Institute Inc., Cary, NC).

Results
Study Population and EHR Data-Continuity

Pattern
Our study cohort consists of a total of 80,588 patients in the

MA system (training set) and 33,207 patients in the NC
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system (validation set). Patients in the validation set have

similar demographic and co-morbidity profiles when com-

pared to those in the training set (mean age 73.7 vs 74.1 and

mean combined co-morbidity score 2.3 vs 2.0, respectively.

Appendix, Table S3). The mean follow-up time for the study

cohort was 3.2 and 2.8 years for the training and validation

sets, respectively. Figure 1 shows the proportion of encoun-

ters captured by electronic health record systems and by year

after cohort-entry. The mean capture proportion was 27% in

the training and 26% in the validation set for the first year,

which remained consistently low (ranges from 21% to 26%)

in all subsequent years across two EHR systems.

Correlation Between Predicted vs

Observed EHR Data-Continuity
The AUC for predicting the observed MPEC ≥ 60% was

0.86 in both the training and testing sets. The predicted

MPEC was highly correlated with the observed MPEC

both in the training and testing set (Spearman coefficient

=0.78 and 0.73, respectively). The correlation between pre-

dicted and observed MPEC remained high in both sets in the

subgroups defined by demographic and comorbidity factors

(Appendix, Table S4). In the sensitivity analysis, when the

predicted EHR data-continuity was calculated based on

updated model coefficients developed using the NC data,

the performance of the model was similar to the model based

on MA data (the AUC for predicting observedMPEC ≥ 60%

was 0.87 and the spearman coefficient in relation to the

observed MPEC was 0.74).

Sensitivity of Coding 40 CER Variables by

Predicted EHR Data-Continuity in the

Validation Set
The mean sensitivity of EHR capturing the codes for 40

CER variables (Sensitivity_40_variables) when compared to the

linked claims-EHR data in the EHR data-continuity cohort

(patients with the top 20% predicted EHR data-continuity)

was 0.60 (95% CI: 0.55–0.66), which was 3.57 (95% CI:

2.83–4.30) fold greater than the mean sensitivity for the

remaining population (0.17, 95% CI: 0.14–0.20), based on

data in the first year in the validation set. The performance in

the validation set was appreciably worse than that in the

training set but the overall trend was similar in both sets and

Figure 1 Proportion of encounters captured by electronic health record systems.
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in subsequent years (Table 1). The mean performance was

consistently worse for the 15 medication use variables

(Sensitivity_medications) than that for the 25 co-morbidity

(Sensitivity_comorbid) variables. The reduced performance

from the training to validation set was also more pronounced

for the medication variables compared to co-morbidity vari-

ables (Figure 2). For example, for patients in the 10th decile

of predicted EHR data-continuity, the Sensitivity_medications

was 0.54 and Sensitivity_comorbid was 0.75 in the validation

set, compared with Sensitivity_medications of 0.84 and

Sensitivity_comorbid of 0.85 in the training set for the same

stratum.

Misclassification Quantified by

Standardized Differences by Predicted

EHR Data-Continuity in the Validation Set
The MSD between the proportions of the 40 selected vari-

ables (MSD_40_variables) based on EHR alone vs the linked

claims-EHR data in the EHR data-continuity cohort was 0.22

(95% CI: 0.20–0.24), which was significantly smaller (44%,

95% CI: 40–48%) than the corresponding MSD_40_variables

for the remaining population (50%, 95% CI: 49–52%), based

on data in the first year in the validation set. The performance

in the validation set was appreciably worse than that in the

training set but the overall trend was similar in both sets and

in subsequent years (Table 2). The performance was consis-

tently worse for the 15 medication use variables

(MSD_medications) than that for the 25 co-morbidity variables

(MSD_comorbid). The reduced performance from the training

to validation set was also more pronounced for the medica-

tion variables compared to co-morbidity variables (Figure 2).

For example, for patients in the 10th decile of predicted

EHR data-continuity, the MSD_medications was 0.34 and

MSD_comorbid was 0.09 in the validation set, compared with

MSD_medications of 0.12 and MSD_comorbid of 0.05 in the

training set for the same stratum.

Representativeness of the EHR

Data-Continuity Cohort
In the validation set, we observed small to modest differ-

ences between the distribution of CCS in the EHR data-

continuity cohort vs that in the remaining population, with

an MSD for all CCS categories of 0.05 (Figure 3). The

corresponding MSD was 0.02 in the training set. In both

sets, patients with higher EHR data-continuity cohort were

slightly younger (mean age 72.8 vs 73.9 in patients with

high vs low continuity in the validation set) and more

likely to have diabetes and hypertension, less likely to

Table 1 Sensitivity of EHR Data Capturing 40 Selected CER Variables When Compared to Records in EHR Plus Claims Data

Training Set (MA)

Year After Cohort Entry 1 2 3 4 5 6 7

Mean Sensitivity of EHR Capturing Codes of Interest (95% CI)

Top two deciles of predicted EHR

data-continuity

0.79

(0.77–0.81)

0.79

(0.76–0.81)

0.79

(0.76–0.81)

0.79

(0.76–0.81)

0.81

(0.79–0.84)

0.84

(0.81–0.86)

0.86

(0.84–0.89)

The remaining population 0.34

(0.30–0.37)

0.24

(0.21–0.26)

0.24

(0.21–0.26)

0.24

(0.21–0.26)

0.27

(0.24–0.30)

0.30

(0.26–0.33)

0.34

(0.30–0.39)

Ratio of mean sensitivities (95% CI) 2.35

(2.10–2.60)

3.31

(2.94–3.68)

3.32

(2.59–4.05)

3.29

(2.92–3.65)

2.98

(2.64–3.32)

2.82

(2.48–3.17)

2.52

(2.19–2.84)

Validation Set (NC)

Year after cohort entry 1 2 3 4 5 6 7

Mean Sensitivity of EHR Capturing Codes of Interest (95% CI)

Top two deciles of predicted EHR

data-continuity

0.60

(0.55–0.66)

0.57

(0.51–0.63)

0.60

(0.54–0.65)

0.61

(0.55–0.67)

0.62

(0.56–0.68)

0.78

(0.75–0.81)

0.80

(0.76–0.83)

The remaining population 0.17

(0.14–0.20)

0.11

(0.08–0.13)

0.11

(0.09–0.13)

0.11

(0.09–0.14)

0.13

(0.09–0.18)

0.17

(0.15–0.20)

0.16

(0.14–0.19)

Ratio of mean sensitivities (95% CI) 3.57

(2.83–4.30)

5.39

(3.80–6.97)

5.42

(4.68–6.15)

5.38

(4.13–6.62)

4.61

(3.13–6.09)

4.55

(3.84–5.25)

4.92

(4.12–5.72)

Abbreviations: CI, confidence interval; EHR, electronic health records; CER, comparative effectiveness research.
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have dementia (mean MSD for all 25 selected comorbidity

variables=0.04 in the validation set; Appendix, Table S5).

As a reference point to quantify such differences,

a standardized difference of less than 0.1 for covariates

across comparison groups is commonly used to indicate

satisfactory balance of covariates in the context of con-

founding adjustment.10 Similar findings were found in all

the years following the cohort entry (Table S6).

Discussion
We validated the performance of an algorithm to identify

patients with high EHR data-completeness in the external

validation EHR system. We found that the EHR includes

50% or more encounters for less than 30% of the patients in

both the training and validation sets. The predicted EHR data-

continuity was highly correlated with the observed EHR data-

continuity in both sets. In the validation set, patients with top

20% predicted EHR data-continuity had substantially higher

sensitivity and less misclassification in 40 CER-relevant vari-

ables, compared to the remaining population. The high EHR

data-continuity population has similar co-morbidity profiles

compared to patients with low EHR data-continuity.

Despite the geographical and systematic differences, we

found very similar capture proportions of all the medical

encounters by the study EHR in the MA vs NC systems.

Judging by a high correlation between predicted and

observed EHR data-continuity in both the training and vali-

dation sets, the predictability of factors of having high EHR

data-completeness identified in the training system was gen-

eralizable to the validation system. This indicates that our

algorithm can identify well patients with the study EHR

capturing high proportions of medical encounters. However,

whether it can be translated into the validity of study vari-

ables is also dependent on the documentation convention,

coding practice, and data curation process for research data-

base in each EHR system, which can potentially explain

differences in performance of the variable misclassification

within the same level of predicted EHR data-continuity.

In both training and validation sets, we found that the

medication variables have more residual misclassification

than co-morbidity variables that are based on diagnosis

and/or procedure codes for the same level of predicted

EHR data-continuity. The sources of medication informa-

tion in EHR rely largely on prescribing (order entry) data

with inconsistent supplemental data from medication

reconciliation, electronic medication administration data,

or some dispensing (mostly only inpatient dispensing).

The composition of such sources can vary from system

Figure 2 Sensitivity and misclassification by predicted EHR data-continuity in the training (MA) and validation (NC) EHR systems.

Abbreviations: EHR, electronic health records; NC, North Carolina; MA, Massachusetts.
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to system, which may explain the different degrees of

misclassification of medication variables when a study is

relying on only EHR data. For example, among these

sources, electronic medication administration data were

not available in the MA EHR research database and med-

ication reconciliation information was not available in the

NC EHR data. During the medication reconciliation pro-

cess, patients can report medication prescribed in the other

EHR system and thus reduce the information leakage due

to care provided outside of the study EHR. Since our

findings showed consistently more misclassification in

the medication use variables, researchers may consider

selectively linking the EHR with outpatient dispensing

pharmacy or claims data if such access is available.

Despite attenuated performance in bias reduction in the

validation set, our study provides clear evidence that the

misclassification of the CER-relevant variables was substan-

tially reduced in the EHR data-continuity cohort than in the

remaining population. Therefore, including patients not in

the EHR data-continuity cohort in a study will likely jeopar-

dize study validity. Because large-scale linkage between

EHR data and a secondary database is rarely done due to

privacy concerns, researchers with access only to EHR can

use our algorithm to identify an EHR data-continuity cohort

to improve study validity. In addition, we demonstrated small

to modest differences in the co-morbidity profiles in patients

with high vs low EHR data-continuity in the validation set.

These results thus suggest restricting a CER analysis to those

with high EHR data-continuity likely confer a favorable

benefit (reducing information bias) to risk (losing general-

izability) ratio. It is important to note that the influence of this

bias on comparative estimates (e.g. relative risks.) is research

question specific. Further investigations including a range of

research questions with vs without applying our approach are

needed to evaluate the ultimate impact of EHR data-

discontinuity on CER.

There are some limitations. First, our study cohort is

limited to patients aged 65 or above. The older adults are

the most critical population to investigate the impact of

EHR data-continuity on study validity using EHR because

they often need more complex care which may not be

fulfilled in one system due to resource limitations.

Moreover, US integrated health systems, in which the

EHR data-completeness is considered sufficient, do not

have representative elderly populations. Hence, the issues

our approach sought to remedy are most relevant in the

older adults. Nonetheless, our findings may not be general-

izable to the younger populations. Second, our prediction

model was only intended to rank patients based on pre-

dicted EHR data-continuity, not to predict the absolute

Table 2 Difference in Measuring 40 CER Variables in EHR vs EHR Plus Claims Data

Training Set (MA)

Year After Cohort Entry 1 2 3 4 5 6 7

Mean Standardized Differencea (95% CI)

Top two deciles of predicted EHR

data-continuity

0.10

(0.09–0.11)

0.10

(0.09–0.11)

0.10

(0.09–0.11)

0.10

(0.09–0.11)

0.09

(0.07–0.10)

0.07

(0.06–0.09)

0.06

(0.05–0.08)

The remaining population 0.36

(0.35–0.37)

0.41

(0.40–0.42)

0.41

(0.40–0.43)

0.42

(0.40–0.43)

0.40

(0.39–0.41)

0.38

(0.36–0.40)

0.35

(0.33–0.37)

Ratio of mean standardized differences

(95% CI)

0.28

(0.26–0.31)

0.25

(0.23–0.27)

0.25

(0.22–0.27)

0.24

(0.21–0.28)

0.22

(0.18–0.25)

0.19

(0.15–0.23)

0.19

(0.14–0.24)

Validation Set (NC)

Year after cohort entry 1 2 3 4 5 6 7

Mean Standardized Differencea (95% CI)

Top two deciles of predicted EHR

data-continuity

0.22

(0.20–0.24)

0.25

(0.22–0.27)

0.23

(0.21–0.26)

0.23

(0.20–0.25)

0.22

(0.19–0.25)

0.11

(0.08–0.14)

0.10

(0.07–0.13)

The remaining population 0.50

(0.49–0.52)

0.56

(0.54–0.57)

0.56

(0.54–0.58)

0.57

(0.55–0.59)

0.57

(0.55–0.60)

0.52

(0.49–0.55)

0.53

(0.49–0.57)

Ratio of mean standardized differences

(95% CI)

0.44

(0.40–0.48)

0.44

(0.40–0.49)

0.42

(0.37–0.47)

0.39

(0.34–0.45)

0.39

(0.33–0.45)

0.22

(0.16–0.28)

0.19

(0.12–0.25)

Abbreviations: CI, confidence interval; EHR, electronic health records; CER, comparative effectiveness research.
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values of EHR data-continuity metric (i.e., EHR encounter

capture rates). The assumption was that people can be

ranked based on the likelihood of receiving most care in

the EHR system, which is plausible because active patients

in an EHR often share some common features, such as

receiving routine vaccines and screening tests, etc. In

contrast, predicting the absolute values of EHR capture

rates could be much more challenging and is not what this

prediction model was designed to achieve. Next, both our

training and validation sets are based on academic EHR

systems that consist of medical facilities across the full

range of care continuum, from outpatient clinics to tertiary

care hospitals. Our findings may not be generalizable to

other types of EHR systems lacking key components of

care continuum. Also, limiting to patients with high EHR

data-continuity will inevitably reduce study sizes and sta-

tistical power. Lastly, the ultimate impact of EHR data-

discontinuity on CER is likely research question specific.

Therefore, future investigations in a wide range of

research questions with vs without applying our approach

are needed to understand how such misclassification influ-

enced different CER questions.

Conclusion
In an external validation of a prediction score to identify

patients with high EHR data-continuity, we found that our

algorithm to predict EHR data-continuity in the absence of

claims linkage was highly correlated with the observed

EHR data-continuity. Both the EHR systems in the train-

ing and validation sets capture only 21–27% of all the

medical encounters when compared with insurance claims

data. In the validation set, we found that the misclassifica-

tion of the CER-relevant variables in patients in the EHR

data-continuity cohort is much less than that in the remain-

ing population while preserving representativeness. These

findings support the strategy to restrict a CER study to

patients with high EHR data-continuity, and likely general-

izable to the majority of US health-care systems that are

not integrated with a payor/insurer and thus EHR data-

discontinuity is likely.

Figure 3 Representativeness: Comparison of combined comorbidity score in patients with high vs low predicted EHR data-continuity in the validation EHR system (NC).

Notes: aPatients in the lower 8 deciles of predicted EHR data-continuity; bPatients in the top 2 deciles of predicted EHR data-continuity. Stand diff = Standardized difference.

Combined comorbidity score ranges between −2 and 26 with a higher score associated with higher mortality; cell size<10 were not presented here.
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