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Abstract
Estimating early exposure of drugs used for the treatment of emergent conditions is 
challenging because blood sampling to measure concentrations is difficult. The objec-
tive of this work was to evaluate predictive performance of two early concentrations and 
prior pharmacokinetic (PK) information for estimating early exposure. The performance 
of a modeling approach was compared with a noncompartmental analysis (NCA). A 
simulation study was performed using literature-based models for phenytoin (PHT), le-
vetiracetam (LEV), and valproic acid (VPA). These models were used to simulate rich 
concentration-time profiles from 0 to 2 h. Profiles without residual unexplained vari-
ability (RUV) were used to obtain the true partial area under the curve (pAUC) until 2 h 
after the start of drug infusion. From the profiles with the RUV, two concentrations per 
patient were randomly selected. These concentrations were analyzed under a population 
model to obtain individual population PK (PopPK) pAUCs. The NCA pAUCs were 
calculated using a linear trapezoidal rule. Percent prediction errors (PPEs) for the PopPK 
pAUCs and NCA pAUCs were calculated. A PPE within ±20% of the true value was 
considered a success and the number of successes was obtained for 100 simulated data-
sets. For PHT, LEV, and VPA, respectively, the median value of the success statistics 
obtained using the PopPK approach of 81%, 92%, and 88% were significantly higher 
than the 72%, 80%, and 67% using the NCA approach (p < 0.05; Mann–Whitney U test). 
This study provides a means by which early exposure can be estimated with good preci-
sion from two concentrations and a PopPK approach. It can be applied to other settings 
in which early exposures are of interest.

Study Highlights
WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
Conducting pharmacokinetic (PK) studies with intensive sampling in emergent con-
ditions like status epilepticus is challenging. Hence, getting a reliable estimate of 
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INTRODUCTION

Treatments used for the management of emergent conditions 
are usually administered intravenously to rapidly achieve 
therapeutic drug concentrations at the site of action as it is 
these early concentrations that will drive the response to treat-
ment. Plasma concentrations are often used as a surrogate 
to reflect the concentrations at the site of action. Although 
extensive blood sampling to measure drug exposure is con-
sidered as the reference standard for pharmacokinetic (PK) 
modeling using traditional methods like noncompartmental 
analysis (NCA), rich blood sampling is challenging when 
conducting studies in emergent conditions and in young chil-
dren. One solution to this problem is to use sparse sampling 
(1–4 samples) at opportunistic schedules.1 Population PK 
(PopPK) modeling is better suited to utilize sparse PK sam-
ples than traditional approaches, such as NCA or individual 
compartmental modeling, because information from each in-
dividual can be utilized, even if it is a single concentration, 
in the estimation of PopPK parameters. Further, models can 
include estimates of between-subject variability, allowing for 
the prediction of an individual’s early exposures.

This challenge of estimating early drug exposures was 
encountered during the conduct of the Established Status 
Epilepticus Treatment Trial (ESETT)—a comparative-
effectiveness study of fosphenytoin (FOS), levetirac-
etam (LEV), and valproic acid (VPA) in patients with 
benzodiazepine-refractory status epilepticus (SE).2,3 The 
study drugs were administered as a 10-minute i.v. infusion 
in patients who continued to experience convulsive seizures 
despite receiving an adequate dose of benzodiazepines. The 

primary outcome of ESETT was clinical cessation of sei-
zures with improved responsiveness at 60 min after the start 
of study drug infusion without the need for additional anti-
seizure medications. The objective of an ancillary PK study 
was to measure early exposure of the study drugs (within the 
first 2 h post-administration) and relate it to the treatment re-
sponse. Two PK samples were chosen to measure early drug 
concentrations, the first within the time window of 20 and 
50 min (W1) and the second between 60 and 120 min (W2) 
following the start of the 10-minute drug infusion.

Using ESETT as a motivating example, we were interested 
in testing if using two blood samples, like those collected in the 
specified time-windows in ESETT, would give a reliable esti-
mate of early drug exposure. Testing this in a real-world setting 
was not reasonable because extensive early blood sampling is 
not feasible during the treatment of an emergent condition like 
convulsive SE, as the therapy includes stabilizing the patient, 
initiating electrocardiogram and electroencephalographic moni-
toring, treating the underlying cause of seizures, and attempting 
i.v. access to administer pharmacotherapy quickly.4 As an alter-
native, we chose to conduct a PK simulation study. The metric 
of exposure used was partial area under the drug concentration-
time curve (pAUC) until 2 h after the start of drug infusion. 
The objective of this work was to evaluate the predictive perfor-
mance of using two concentration measures and prior informa-
tion about the drug for estimating early drug exposure, using a 
PopPK modeling approach. Further, the predictive performance 
of the PopPK approach for estimating early drug exposure was 
compared with the standard NCA approach. The drugs used in 
ESETT (FOS, LEV, and VPA) were chosen as example drugs 
for this simulation study.

early drug exposure to correlate with treatment response in order to develop exposure-
response relationships is difficult.
WHAT QUESTION DID THIS STUDY ADDRESS?
The results obtained in this simulation study support the notion that a two-sample 
approach can be used to estimate early drug exposure. The population PK (PopPK) 
approach was found to be superior in estimating early exposure as compared with the 
standard noncompartmental analysis (NCA) approach.
WHAT DOES THIS STUDY ADD TO OUR KNOWLEDGE?
This PK simulation study shows that using prior information based on the PopPKs of 
the drug and just two plasma concentration measures per patient in the first 2 h post 
drug administration, it is possible to adequately estimate early drug exposure. The 
study not only provides an alternative method to estimate early exposure but also 
demonstrates that it is superior to the standard NCA approach.
HOW MIGHT THIS CHANGE CLINICAL PHARMACOLOGY OR 
TRANSLATIONAL SCIENCE?
This study provides a means by which early exposure can be estimated with good pre-
cision using limited sampling. This approach can be applied to any setting in which 
early exposures are of interest and these exposures can be related to outcomes of 
interest in clinical and translational pharmacology.
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METHODS

Published PopPK models used for this work

Literature-based PopPK models for FOS (prodrug of phenytoin 
[PHT]5), LEV, and VPA were used for this simulation work.6–8 
The models were selected after a comprehensive review of 
published PopPK models for i.v. administration that utilized in-
tense sampling in healthy volunteers or patients who were not 
on chronic therapy of that drug. For the FOS/PHT model, data 
from 24 healthy adults, and 7 adult and 20 pediatric patients that 
included those with SE, acute repetitive seizures, or neurosur-
gical patients in whom FOS was administered to prevent sei-
zures were used. For the LEV model, data from 11 adult patients 
treated with i.v. LEV for SE (10 with convulsive and 1 with non-
convulsive SE) were used7; whereas for VPA, peak and trough 
concentrations after i.v. administration in 102 newly diagnosed, 
treatment-naïve patients with epilepsy were used.8

The value of residual unexplained variability (RUV) was 
not reported for the LEV model.7 For the FOS/PHT model, 
an RUV value (σ2 exponential error 0.00148 and σ2 addi-
tive error 0.317) was reported,6 which was much lower than 
other FOS/PHT PK models.9–11 To reflect the unexplained 
variability typically seen in a clinical study, particularly in an 
emergency department, a proportional RUV with 20% coeffi-
cient of variation (CV) modeled as shown in Equation 1 was 
used for the LEV and FOS/PHT models.

where Cij, is the measured plasma concentration for subject i 
at time j, Predij is the corresponding model predicted concen-
tration for subject i at time j, and ε is residual error term dis-
tributed normally with mean 0 and variance of σ2. All models 
included allometric scaling using a median weight of 75 kg and 
an exponent of 0.75 for all clearance terms (total body clearance 
and intercompartmental clearance) and 1 for all volume terms 
(central and peripheral).

Doses and weights used for simulations

Table 1 provides the model structure and parameter values used 
for this work. The doses and body weights used came from 
ESETT. The doses used, 20 mg/kg for FOS, 40 mg/kg for VPA, 
and 60 mg/kg for LEV, were weight-based to a maximum of 
75 kg and capped thereafter.12 The proportion of adults:children 
in the simulated patients was 60:40. Adult weights were sam-
pled from a normal distribution with mean 75  kg and SD 
19.3 kg, whereas weights for children were sampled from nor-
mal distribution with mean 20 kg and SD 7.3 kg. The lowest 
weight of a child enrolled in ESETT was 9 kg. Hence, the lower 
end of the simulated weights was capped at 9 kg.

Simulation and modeling

The metric of early exposure chosen for this work was 
pAUC 0–2 h after the start of drug infusion. Given the (1)Cij = Predij ∗ (1 + �ij)

T A B L E  1   Details of the PopPK models used

PHT LEV VPA

Reference Tanaka et al.5 Uges et al.6 Park et al.7

Population 24 healthy volunteers +14 adult 
patients +33 pediatric patients

Mean age 19.6 (±15.6)
Mein weight 43.8 (±21.3)

≥18 years (mean age 64 years; 
mean weight 64 kg)

≥16 years (mean age 45 years; 
mean weight 60 kg)

PK Model Two-compartment Two-compartment One-compartment

CL (L/HR/60 KG) 1.61 (44% CV) 2.86 (30.9% CV) 0.849 (32% CV)

V (L/60 KG) 20.8 (40.1% CV) 27.0 (18.7% CV) 15.1 (18% CV)

V(peripheral) (L/60 KG) 26 (20.7% CV) – –

Q 53 (52.1% CV) – –

K12 (/HR) – 0.24 (50% CV) –

K21 (/HR) – 0.70 (31.4% CV) –

RUV reported 3.85% CV (exponential)
0.56 SD (additive)

Not reported 26.7% CV (Proportional)

RUV used 20% CV (proportional) 20% CV (proportional) 26.7% CV (Proportional)

Dose 20 mg/kg for ≤75 kg; 1500 mg  
for >75 kg

60 mg/kg for ≤75 kg; 4500 mg  
for >75 kg

40 mg/kg for ≤75 kg; 3000 mg 
for >75 kg

Abbreviations: CL, clearance; CV, coefficient of variation; LEV, levetiracetam; PHT, phenytoin; PK, pharmacokinetic; PopPK, population pharmacokinetics; RUV, 
residual unexplained variability; SD, standard deviation; V, volume; VPA, valproic acid.
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relatively long terminal half-life of LEV (6–8 h13), PHT 
(12–29 h14), and VPA (16 h15), we assumed that the early 
exposure of these drugs would be mainly driven by the vol-
ume of distribution.

Figure 1 shows a schematic of the methodology used. The 
steps used were as follows:

Step 1: Simulating concentration time profiles 
with and without the RUV

Using the selected PopPK models, rich concentration-time 
profiles (from 0 to 2 h after the start of study-drug infusion) 
including the RUV (to generate random-noise corrupted con-
centrations) and without the RUV (true concentrations) were 
simulated for 100 individuals for PHT (active form of FOS), 
LEV, and VPA. Simulated profiles were generated using R (ver-
sion 3.6.1), RStudio (version 1.2.5042) and mrgsolve package.

Step 2: Calculation of true pAUC

The profiles without the RUV were used to calculate the “true” 
pAUC for each individual by integrating the concentrations in 
the central compartment over 2 h after the start of study drug in-
fusion. This true pAUC was used as a reference for comparison.

Step 3: pAUC calculation using a PopPK analysis

Using the rich concentration-time profiles with the RUV, one 
data point in W1 from among 5 possible data points at 24, 30, 
36, 42, and 48 min and another in W2 from among 10 possi-
ble data points at 66, 72, 78, 84, 90, 96, 102, 108, 114, and 120 
min, were randomly selected for each patient to generate a sparse 

sampled dataset of 200 concentrations from 100 simulated pa-
tients (R version 3.6.1, RStudio version 1.2.5042). These data 
were analyzed under a PopPK model (NONMEM version 7.3; 
ICON Development Solutions) using the first order conditional 
estimation method (ADVAN13). Due to the sparseness of data, 
the population-level clearance, peripheral volume of distribution, 
and intercompartmental clearance terms were fixed to litera-
ture values with the between subject variability set to zero. The 
population-level central volume of distribution was estimated 
along with its variability. The RUV was also estimated. This was 
called the PopPK approach and the individual 2-h pAUCs called 
the “PopPK pAUCs” were calculated by integration of the con-
centration in the central compartment from time zero to time 2 h.

Step 4: pAUC estimation using NCA

As a comparator for the PopPK approach, pAUC estimates 
were also generated using NCA. Using the two data points 
per patient in the sparse sampled dataset of 100 simulated 
patients and a mono-exponential assumption, concentrations 
at 10 min after the start of study drug infusion were calcu-
lated using back-extrapolation. Similarly, concentrations at 2 
h were calculated using forward-extrapolation. Using a lin-
ear trapezoidal rule (PKPDmisc package, R version 3.6.1, 
RStudio version 1.2.5042), the “NCA pAUC” from zero to 2 
h for each simulated patient was then calculated with these 4 
data points. This was called the NCA approach.

Step 5: Evaluation of predictive performance

The PopPK pAUC and NCA pAUC were compared with the 
true pAUC. The percent prediction error (PPE) was calcu-
lated as a test statistic and shown in Equation 2.

F I G U R E  1   Schematic of the 
methodology used. AUC, area under the 
concentration-time curve from 0 to 2 
h after the start of study drug infusion; 
NCA, non-compartmental analysis; 
PK, pharmacokinetic; RUV, residual 
unexplained variability
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where sparse pAUC is PopPK pAUC or NCA pAUC.
It is not critical that a predicted pAUC exactly match the 

true pAUC and we set a threshold for an acceptable predic-
tion. Success in estimating early exposure for each simulated 
patient had a value of one if the PPE for pAUC was within 
±20%, otherwise it was zero.

Step 6: Generating a distribution of the success 
statistic across 100 different datasets

Steps 1–5 were repeated 100 times with 100 different data-
sets obtained using different seed values. The number of 
simulated individuals with success value of 1 (i.e., individ-
uals with PPE within ±20%) per dataset was obtained and a 
distribution of the success statistic was generated for PHT, 
LEV, and VPA for both the PopPK and NCA approaches.

Step 7: Comparing the predictive performance of 
PopPK and NCA

As the success statistic obtained in step six for the PopPK 
and NCA approaches may not be normally distributed, 
a two-sample t-test may not be appropriate. Hence, its 
nonparametric counterpart, the Mann–Whitney U test, 

was used to test if the distribution of the success statis-
tic was significantly different between PopPK and NCA 
approaches.

Plots were generated using R (version 3.6.1), RStudio 
(version 1.2.5042), and ggplot2 package.

RESULTS

Distribution of the success statistic

Figure 2, Figure 3, and Figure 4 shows the distribution of 
the success statistic for PHT, LEV, and VPA, respectively, 
across 100 datasets obtained using the NCA approach 
(dashed bars) and the PopPK approach (solid bars). Median 
(5th and 95th percentile) value of the success statistic for 
PHT was 72% (65% and 79%) for the NCA approach and 
81% (73% and 88%) for the PopPK, for LEV it was 80% 
(73% and 87%) for the NCA approach and 92% (87% and 
96%) for the PopPK approach, and for VPA it was 67% 
(58% and 73%) for the NCA approach and 88% (82% and 
93%) for the PopPK approach.

Comparing the predictive performance of 
PopPK and NCA

Table  2 shows the results of the Mann–Whitney U test 
comparing the distribution of success statistic between the 

(2)PPE=

{

sparse pAUC− true pAUC

true pAUC

}

∗100

F I G U R E  2   Distribution of percent of successes per dataset for phenytoin using noncompartmental analysis (left) and population 
pharmacokinetic analysis (right). The red line indicates the median percent of successes per dataset
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PopPK and NCA approaches. The difference in the loca-
tion of the median for the success statistic distributions 
obtained using the two approaches was highly significant 
(p < 2.2e-16) for all three drugs and showed that the PopPK 
approach performed significantly better than a standard 
NCA approach.

DISCUSSION

Our results from this PK simulation study using FOS, LEV, 
and VPA as example drugs show that using data from two 
blood samples collected from each patient over the first 2 h 
after acute drug administration and prior drug information, it 

F I G U R E  3   Distribution of percent of successes per dataset for levetiracetam using noncompartmental analysis (left) and population 
pharmacokinetic analysis (right). The red line indicates the median percent of successes per dataset

F I G U R E  4   Distribution of percent of successes per dataset for valproic acid using noncompartmental analysis (left) and population 
pharmacokinetic analysis (right). The red line indicates the median percent of successes per dataset
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is possible to estimate early drug exposure reasonably well 
using the PopPK approach. Further, a significantly higher 
number of simulated patients had their pAUC estimate closer 
to the true value (within ±20% PPE) with the PopPK ap-
proach compared with the standard NCA approach. These re-
sults demonstrate the superiority of the PopPK approach over 
the standard NCA approach to estimate early drug exposure 
under these conditions.

Although much of the literature on PK sampling limita-
tions is focused on pediatric studies,16–18 similar challenges 
are also encountered in emergent conditions. This is further 
limited by the potential need to measure early drug exposure. 
Under these conditions, it is often impractical to collect mul-
tiple blood samples without interfering with patient care, and 
initial samples may be delayed by the need to obtain informed 
consent.18 Hence, wider sampling windows and flexibility in 
timing is essential. Based on a PubMed search, we found no 
published reports focusing on estimation of early drug expo-
sures using sparse (less than 3) samples in emergent conditions. 
There are several reports of PopPK models developed using 
concentration-time data collected within 48 h after acute ad-
ministration of rescue therapies.19–21 Most of these models rely 
on more extensive blood sampling and did not use prior infor-
mation about the drugs. Our approach is novel and focused on 
estimating early drug exposure with reasonable precision using 
very sparse data (2 concentrations per patient) in the first 2 h 
post drug administration and a PopPK modeling approach.

Often, a single blood sample drawn per patient is used 
as the measure of drug exposure.22–25 A single sample rep-
resents exposure at one instant in time and can be highly 
variable; thus this is likely to be imprecise. Further, a rapidly 
changing concentration-time profile will increase this impre-
cision. In this simulation study, two concentration measures 
within the first 2 h post drug administration and a PopPK 
approach was utilized to estimate early drug exposures. As an 
alternative, we also tested a standard NCA approach, which 
has fewer assumptions.26 Whereas NCA assumes that there is 
no error in drug concentrations, a PopPK approach imposes 
a pharmaco-statistical model on the data, and the error in the 
form of RUV is estimated during the model fitting process. 
This could explain why the pAUC estimates generated using 

the PopPK approach were closer to the true value than those 
generated by the NCA approach.

Our approach is driven by prior information available for 
FOS/PHT, LEV, and VPA. Although the RUV value used for 
the VPA model was the same as that reported in the published 
model,8 a proportional RUV with 20% CV was used for FOS 
and LEV models to reflect the variability seen in clinical set-
tings. Whereas it is possible to reduce analytical error, several 
other sources of errors, including but not limited to incorrect 
time record of sample collection, dosing errors like admin-
istration of incorrect dose volume, time of dose administra-
tion, etc., that occur in a clinical setting, may contribute to 
the RUV. The probabilities of these errors are likely to be 
increased in emergency conditions.

Our analysis has several limitations. It was assumed that 
the subjects in the simulation study were similar to the liter-
ature population and that the exact times of dosing and sam-
pling are known. Concentrations are changing rapidly during 
early exposures and may be sensitive to model misspecifica-
tion, which was not incorporated into this analysis. The same 
structural model was used for the simulations and for fitting 
the sparse dataset using the PopPK approach. Additionally, 
optimal sampling design (e.g., POPED) was not utilized as it 
is difficult to control the exact time of sampling in an emer-
gency department setting.

Using a PopPK modeling analysis with three antiseizure 
medications as example drugs, we demonstrate that early 
drug exposures can be estimated adequately utilizing prior 
information on the drug and sparse concentration data col-
lected early after drug administration. The PopPK approach 
was found to be significantly better at estimating early drug 
exposure as compared with a standard NCA approach. This 
approach can be used in other emergent conditions like con-
vulsive SE, or in other situations where early drug exposure 
is of interest. These results encourage further investigation 
of pharmacometric models of drug exposure, which can then 
be related to factors affecting outcomes in difficult emergent 
settings.
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