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Abstract

Background

Left ventricular assist devices (LVADs) are implantable pumps that act as a life support ther-

apy for patients with severe heart failure. Despite improving the survival rate, LVAD therapy

can carry major complications. Particularly, the flow distortion introduced by the LVAD in the

left ventricle (LV) may induce thrombus formation. While previous works have used numeri-

cal models to study the impact of multiple variables in the intra-LV stagnation regions, a

comprehensive validation analysis has never been executed. The main goal of this work is

to present a model of the LV-LVAD system and to design and follow a verification, validation

and uncertainty quantification (VVUQ) plan based on the ASME V&V40 and V&V20 stan-

dards to ensure credible predictions.

Methods

The experiment used to validate the simulation is the SDSU cardiac simulator, a bench

mock-up of the cardiovascular system that allows mimicking multiple operation conditions

for the heart-LVAD system. The numerical model is based on Alya, the BSC’s in-house plat-

form for numerical modelling. Alya solves the Navier-Stokes equation with an Arbitrary

Lagrangian-Eulerian (ALE) formulation in a deformable ventricle and includes pressure-

driven valves, a 0D Windkessel model for the arterial output and a LVAD boundary condition

modeled through a dynamic pressure-flow performance curve. The designed VVUQ plan

involves: (a) a risk analysis and the associated credibility goals; (b) a verification stage to

ensure correctness in the numerical solution procedure; (c) a sensitivity analysis to quantify

the impact of the inputs on the four quantities of interest (QoIs) (average aortic root flow QavgAo ,

maximum aortic root flow QmaxAo , average LVAD flow QavgVAD, and maximum LVAD flow QmaxVAD);

(d) an uncertainty quantification using six validation experiments that include extreme oper-

ating conditions.
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Results

Numerical code verification tests ensured correctness of the solution procedure and numeri-

cal calculation verification showed a grid convergence index (GCI)95% <3.3%. The total

Sobol indices obtained during the sensitivity analysis demonstrated that the ejection frac-

tion, the heart rate, and the pump performance curve coefficients are the most impactful

inputs for the analysed QoIs. The Minkowski norm is used as validation metric for the uncer-

tainty quantification. It shows that the midpoint cases have more accurate results when com-

pared to the extreme cases. The total computational cost of the simulations was above 100

[core-years] executed in around three weeks time span in Marenostrum IV supercomputer.

Conclusions

This work details a novel numerical model for the LV-LVAD system, that is supported by the

design and execution of a VVUQ plan created following recognised international standards.

We present a methodology demonstrating that stringent VVUQ according to ASME stan-

dards is feasible but computationally expensive.

Author summary

During the regulatory evaluation of newly developed medical devices, the manufacturer

provides proof of the device’s safety and effectiveness. Historically, the regulatory entities

have accepted bench experiments, animal experiments, and human trials as sources of evi-

dence. But as the research questions become more sophisticated, it is becoming increas-

ingly difficult to find trustworthy answers with the classical approach. Numerical

modelling opens a new door for the regulatory process with the promise of tackling these

new complex questions. But simulations suffer from a fundamental disconnect with prac-

tical applications. While most simulations are deterministic, engineering applications

have many sources of uncertainty. Furthermore, the numerical model itself can introduce

large uncertainties due to the assumptions and the numerical approximations employed.

Without forthrightly estimating the total uncertainty in a prediction, decision makers will

be ill advised. Recently published standards such as the ASME V&V40 provides a struc-

tured manner to provide credibility evidence for the simulation results. This credibility

evidence is supported by a thorough check of the numerical model implementation and a

quantitative comparison with a physical experiment. This manuscript shows an end-to-

end example for the design and execution of a verification, validation and uncertainty

quantification (VVUQ) following the ASME V&V40 standard.

Introduction

Over 5 million people suffer heart failure (HF) in the U.S. alone, with *1 million new cases

diagnosed annually [1]. Heart transplant is the recommended treatment for the 10% of these

patients in Stage D [2] condition. Despite this, there are only 2000 organs yearly available for

transplant [3], sufficient for only 0.4% of these patients. The limited organ availability is mak-

ing left ventricular assist device (LVAD) therapy a leading treatment for the remaining 99.6%

patients, with a*90% chance of 1-year survival [4].
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Mortality and HF status following LVAD implantation are primarily associated with ineffi-

cient unloading of the left ventricle and persistence of right ventricular dysfunction [5], and

stroke [6]. Optimization of LVAD speed is routinely performed for patients post-implant with

a ramp study. Transthoracic echocardiography measurements of cardiac geometry and func-

tion are made while LVAD speed is slowly increased over a wide range [7]. The final pump

speed is selected by balancing overall cardiac output, efficiency of left ventricle (LV) unloading,

and preserving flow pulsatility [5]. Several variables are assessed from standard ultrasound

views including LV end-diastolic dimension, LV end-systolic diameter, frequency of Aortic

Valve (AoV) opening, degree of valve regurgitation, right ventricle (RV) systolic pressure,

blood pressure, and heart rate (HR) at each speed setting. In addition, LVAD pump power,

pulsatility index and flow are recorded. For the Thoratec HeartMate II, the ramp speed proto-

col starts at a speed of 8k[rpm] and increases by 400[rpm] increments every 2 minutes until a

speed of 12k[rpm] is reached. As LVAD speed is increased, the LV volume decreases, as does

the frequency of AoV opening and flow pulsatility. Excessive LV unloading at higher LVAD

speeds increases the demand on the right heart, causing tricuspid regurgitation and also possi-

bly producing suction events, which disrupt the flow into the LVAD inflow cannula.

The clinical practice for LVAD speed selection first ensures that the hemodynamics are

compatible with life, e.g. a mean arterial pressure greater than 65 mmHg [7] and a minimum

cardiac index of 3.6×10−6[ms] (2.2[L/min/m2]) of body surface area (BSA) [5] To optimize LV

unloading, the interventricular septum position should not bow towards either the left or

right. If these conditions are met, the LVAD speed is selected that achieves intermittent AoV

opening while maintaining no more than mild mitral regurgitation or aortic insufficiency [8].

De novo AoV insufficiency development in LVAD patients is linked to lack of AoV opening.

Interestingly, AoV insufficiency occurred in the majority of LVAD patients (66%) whose

AoVs remained closed during support, but rarely (8%) in those whose AoVs opened

regularly [7].

A patient specific LVAD speed calibration is important for ensuring appropriate cardiovas-

cular support and minimizing the frequency of adverse events related to long-term support.

However, the ramp echo study is not performed routinely after the first month post-implant,

due to the unjustified expense and inconvenience. A computational tool that predicts cardiac

output and aortic valve opening for the subject’s characteristics could reduce the ramp study

requirements as well as contribute to speed adjustments required over a long-term, even sup-

porting a speed adjustment paradigm that contributes to recovery. As LVADs are a life support

therapy that carry a high risk for the patient, the Food and Drug Administration (FDA) rank

them in the most exhaustive level of control (Class III) before approving their commercialisa-

tion. Therefore, using computational models to predict the behaviour of these devices or to

guide design decisions should be accompanied with a stringent validation process to ensure

credible results. Validating computational models is a whole challenge by itself, but recent

published guidelines tackle this problem.

While scientific computing has undergone extraordinary increases in sophistication, a fun-

damental disconnect exists between simulations and practical applications. While most simu-

lations are deterministic, engineering applications have many sources of uncertainty arising

from a number of sources such as subject variability, initial conditions or system surroundings.

Furthermore, the numerical model itself can introduce large uncertainties due to the assump-

tions and the numerical approximations employed [9]. Without forthrightly estimating the

total uncertainty in a prediction, decision makers will be ill advised. To address this issue, mul-

tiple standards for industrial guidance has been published like the American Society of

Mechanical Engineers (ASME) V&V codes [10–12].
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Extensive modeling studies dealing with multiple LVAD factors like ventricular size [13],

cannula implantation position [14], implantation depth [15–17] or angulation [18] exist but

none of them provide credibility evidence as suggested in the recent ASME V&V40 [11], nor

are any guided by AMSE V&V20 [12] which was developed over 10 years ago for demonstrat-

ing credibility of computational fluid dynamics (CFD) models. The reason for this is that such

a validation requires a thorough comparison of the simulation results against bench or animal

experiment measurements and hundreds of executions of the numerical model, which involves

a large computational cost.

To our knowledge, this is the first paper describing such a comprehensive computational

LVAD setup and using ASME verification, validation and uncertainty quantification (VVUQ)

standards to design and execute a VVUQ plan. While our final goal is to predict intra-LV stag-

nation biomarkers, this manuscript is focused on the credibility assessment of the numerical

model. The contributions of this manuscript combines:

1. A deformable ventricle numerical model using a unidirectional fluid-structure interaction

(FSI) and 0D aortic impedance model (as in [16]).

2. A novel pressure-driven valve model for mitral and aortic valves.

3. A dynamic pressure-flow (also called H-Q) performance curve for the LVAD boundary

condition.

4. A VVUQ plan designed and executed following the ASME V&V40 and V&V20 standards

[11, 12].

5. A set of validation metrics to quantify the differences between the simulation and the exper-

iment and that describe the aortic valve flow and total cardiac output.

Note on the nomenclature

The words “model” and “experiment” may work for any simpler representation of a more

complex system (e.g. animal, bench or numerical model/experiment). For the sake of brevity,

we refer to the bench model/experiment simply as “experiment” and to the numerical model/

experiment as “simulation”, except if stated otherwise.

Methods

Description of the benchtop model

The experiments were performed with the San Diego State University (SDSU) cardiac simula-

tor (CS), shown in Fig 1. This CS is a mock circulation loop of the heart and the circulatory

system with an apically implanted LVAD (Abbott HeartMate II) that has been reported previ-

ously in [19, 20]. It involves a transparent model of the dilated LV based on an idealised geom-

etry, immersed in a water-filled tank and connected to an external circulatory loop mimicking

the systemic circulation. The tank is fully watertight, so when the piston pump generates nega-

tive pressure, the LV expands to the end diastolic volume (EDV). The LV used is manufactured

from platinum-cured silicone rubber (Young’s modulus E = 6.2×105[Pa] at 100% elongation

and ultimate tensile strength of Pmax = 5.52×106[Pa] at 400% elongation). Porcine valves were

used in both the aortic position (26[mm] Medtronic 305 Cinch) and the mitral position (25

[mm] 6625 Carpentier Edwards Bioprosthesis). Tygon tubing (16[mm] diameter) replaced the

HeartMate II outflow graft and was connected to the ascending aorta at a 90[˚] angle approxi-

mately 15[mm] distal to the aortic root. The circulating fluid was a viscosity-matched blood
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analogue consisting of 40[%] glycerol (viscosity of μ = 3.72×10−3[Pas−1] at 20[˚C]) and

saline [21]. Constant mitral pressure is achieved by using a large open reservoir for the left

atria (LA), maintaining the LA pressure constant thorough the studies. A fluid circuit com-

posed of partially clamped tubing and compliance chambers is used to physically represent

and tune the systemic circulation. This circuit can be mathematically represented by a 3-ele-

ment Windkessel model with RAop ¼ 1:7�108½Pa � s=m3�, CAop ¼ 1:2�10� 8½m3=Pa�,
RAos ¼ 7:8�106½Pa � s=m3�, following the method in [22]. This lumped representation of the

circulatory system allows characterising the outlet boundary condition in the numerical

model.

During diastole the silicone ventricle dilates allowing the filling with fluid from the atrial

chamber. During systole the ventricle is compressed expelling fluid through the aortic valve.

Through this process the LVAD is continuously extracting fluid out of the LV. If the LVAD

speed is high enough, the aortic valve remains hemodynamically closed during systole.

The total aortic flowrate QTAo is measured with a Transonic TS410 20PXL clamp-on flow

meter (resolution: 8.3×10−7[m3/s] (50[ml/min]), maximum zero offset: 5×10−9[m3/s] (0.3[ml/
min]), and absolute accuracy: 10[%]). The LVAD flowrate QVAD is measured with a Transonic

TS410 10PXL flow meter (resolution: 1.6×10−7[m3/s] (10[ml/min]), maximum zero offset:

1.0×10−9[m3/s] (0.06[ml/min]), absolute accuracy: 10[%]). The aortic valve flow QAo is calcu-

lated as QAoV = QTAo − QVAD. Pressure in the LV and the aortic root are measured with two

Icumed TranspacIV (sensitivity: 666.65[Pa](5[mmHg]) ±1%, zero offset: 3333.3[Pa] (25

[mmHg])). Signals are amplified collected with a ADinstruments Powerlab DAQ device (sam-

pling frequency: 200[Hz], impedance 1[MO]@1[pF], resolution: 16[bit]) and processed with

ADInstruments LabChart version: 1.8.7. [23].

Fig 1. Leftmost side: Schematic of the experiment setup. LA: left atrium, MV: Mitral valve, AV: Aortic valve, Ao: aorta. Flow and pressure sensors are

indicated in blue and red respectively. The body lumped system is afterwards characterised with a three element Windkessel model with parameters Rp,
Rs and Cp. Center: variables extracted from the benchtop experiment to create the simulation and address the uncertainty quantification (UQ).

Rightmost side: Schematic of the simulation, including the lumped models for the boundary conditions. The measured PLA is imposed in the mitral

valve. The measured Rp, Rs and Cp are used in a three element Windkessel boundary condition at the Aortic valve output. The H-Q curve retrieved and

measured is used as a dynamic boundary condition in the LVAD outflow. The benchtop piston dynamics is used as boundary condition for the

deformable LV geometry.

https://doi.org/10.1371/journal.pcbi.1010141.g001
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Two beating modes and three pump speeds are used for six validation experiments

(described ahead in section Validation points and ranges). The beating mode 22[%]@68.42

[bpm] has EF = 22[%] andHR = 68.42[bpm] with end systolic volume (ESV) = 180.0×10−6[m3]

(180[cm3]) and EDV = 230.0×10−6[m3] (230[cm3]). The beating mode 17[%]@61.18[bpm] has

EF = 17[%] andHR = 61.18[bpm] with ESV = 180.0×10−6[m3] (180[cm3]) and

EDV = 216.86×10−6[m3] (216.86[cm3]). The Ejection Fraction (EF), the EDV, and the ESV are

linked by the EF equation:

EF ¼
EDV � ESV

EDV
:

As the ESV is fixed by the silicone ventricle volume, there is a direct correlation between EF

and EDV. From now on, we only characterise the case as a function of the EF. Both beating

modes correspond to a New York heart association (NYHA) Class IV HF patient [24]. The

pump speeds used for the validation points are 0[rpm], 8k[rpm] and 11k[rpm]. To avoid back-

flow, the LVAD outflow conduit were clamped in the 0[rpm] experiments so the system mim-

ics a pre-LVAD baseline rather than a heart implanted with a LVAD turned off. The pressure-

flow (also called H-Q) performance curves are experimentally retrieved for each pump speed

(see S4 Data) and used afterwards as input for the simulation. Approximating a pump pres-

sure-flow curve with a quadratic fit is a common engineering practice.

The SDSU-CS has been widely used in academia and industry, and its reproducibility

addressed, not only for LVADS [19, 25–30], but also valves [23, 31, 32], and with combined

devices [20, 33]. In this work use retrospective experimental data for the validation with UQ.

Description of the numerical model

Overall simulation pipeline. The computational domain is created from the exact same

computer geometry used to manufacture the silicone ventricle (refer to Fig 1). The FSI prob-

lem requires the construction of two meshes. The solid mechanics mesh is created directly

from the original geometry, containing at least four linear tetrahedra in the wall thickness,

obtaining a total of 200k elements. The CFD mesh was created by closing the solid domain

and extruding the inlets and outlets to ensure flow development. The geometry is discretized

including a boundary layer valid for Re< 4000[−] [34], using linear tetrahedra, pyramids and

pentagons. The final mesh has 1.6M elements. For the time discretisation, a first order trape-

zoidal rule with a time step of 0.00428[s] was used in every case, which matches the experimen-

tal setup sampling period.

The FSI problem can be tackled by a unidirectional or a bidirectional approach [35]. In the

former approach, the solid problem unilaterally deforms the fluid mesh. In the latter approach,

an iterative process is requires to balance the internal forces of the solid problem with the sur-

face pressure of the fluid problem. To obtain a computationally inexpensive and accurate way

of deforming the ventricle, a unidirectional FSI approach is used to deform the LV. This same

approach is used in [16], where a pressure is imposed in the external solid domain which after-

wards deforms the CFD domain between the ESV and the EDV. In this unidirectional FSI

approach the solid domain is exclusively used to impose the boundary deformation and veloc-

ity in the fluid domain, but no force is fed back to the solid problem, as it would be in an itera-

tive bidirectional FSI formulation [35]. We justify this choice from the working principle of

the experimental set-up (section Description of the benchtop model). The piston forces volume

changes in the silicone ventricle independently of the internal ventricle pressure.
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Once the simulation pipeline is completed, the input files are modified to work as a tem-

plate. This template is used by Dakota server (DARE) (described in section DARE) for the sen-

sitivity analysis (SA) and the UQ analysis.

Description of the solver. Here we briefly describe the numerical model used, highlight-

ing only the novel components. The incompressible, Newtonian fluid is modelled by the

Navier-Stokes equations in Alya, the Barcelona Supercomputing Center (BSC) in-house tool

for simulations [36]. The Navier-Stokes equations are solved using an an Arbitrary Lagrang-

ian-Eulerian (ALE) formulation, allowing the fluid domain to deform:

r
@vi
@t
þ r vj � v

d
j

� � @vi
@xj
þ

@

@xj
þpdij � m

@vi
@xj
þ
@vj
@xi

 !" #

¼ rfi and
@vi
@xi
¼ 0; ð1Þ

where μ is the dynamic viscosity of the fluid, ρ the density, vi the velocity, p is the mechanical

pressure, fi the volumetric force term and vdj is the domain velocity. As the fluid domain

deforms due to the imposed boundary displacements, the deformation for the inner nodes

have to be computed. For this, we use the technique proposed in [37]. Thenumerical model is

based on the finite elements method (FEM), using the algebraic subgrid scale (ASGS) as in

[38] for stabilisation. In order to solve this system efficiently in supercomputers, a split

approach is used [39]. The Schur complement is obtained and solved with an Orthomin(1)

algorithm [40] with weak Uzawa operator preconditioner. The momentum equation is solved

twice using generalized minimal residual method (GMRES) with Krylov dimension 100 and a

diagonal preconditioner. For the continuity equation a deflated conjugate gradient algorithm

is used. Solid mechanics is modelled via linear momentum balance [41], using a neo-Hookian

formulation to represent the Platinum-cured silicone [42]. As described in section section

Description of the benchtop model, the solid material bulk modulus is K = 1×106[Pa] and its

shear modulus is G = 2×105[Pa] (corresponding to a Poisson ratio of ν = 0.4[−]). The implicit

formulation is solved with a using a total Lagrangian formulation and the GMRES algorithm

for linear systems’ where Newton method is the nonlinear solver.

A complete description of the fluid- electro- mechanical model can be found in [43]. The

referenced work shows the governing equations and the solution strategy for cardiac electro-

physiology, mechanical deformation, and the ventricular hemodynamics. The cited manu-

script also describes the strategy for both bidirectional couplings present in the three physics

problem.

Initial and boundary conditions. The Mitral inlet has a constant pressure of PLA. The

aortic model has a 0D Windkessel model with three components: a resistor Rs, serially con-

nected with an RC parallel impedance Rp, and Cp [22]. On the deforming ventricular walls, as

well as on the rest of the fluid domain, the velocity the domain deformation is imposed. This is

vijGd ¼ @bi=@t, where vijGd is the velocity at the deformed boundary. The LVAD outlet has a

specific type of boundary condition that will be thoroughly described in section LVAD bound-
ary condition. the rest of the boundaries have vijGr ¼ 0½m=s�. As for the initial condition in the

unknowns, the initial fluid velocity is vijt=0 = 0[m/s].

Valve modelling. Mitral and aortic valves are modelled through a pressure-driven porous

layer in the valvular region. This porous media add an isotropic force to the right-hand side of

the momentum equation with the shape f Pi ¼ s
P
ijvj, where sPij ¼ PIij where P is the material

porosity and Iij the identity matrix. This strategy provides a robust numerical scheme against

the potential ill-conditioned stage of confined fluid. To ensure a smooth change with poten-

tially abrupt changes in the transvalvular pressure, the porosity is driven through a hyperbolic
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tangent as:

P ¼ Pmax 1þ tanh
DpV � DpVref

s

� �� �

; ð2Þ

where Pmax the maximum possible porosity, s the slope of the curve, ΔpV the transvalvular

pressure drop, and DpVref a reference pressure gradient. In practice if DpV � DpVref the valve is

closed and if DpV � DpVref the valve is open. To avoid spurious valve opening and/or closing

due to transient peaks in the tranvalvular pressure gradients, the measures are filtered using a

median filter.

LVAD boundary condition. Pump performance can be characterised with pressure-flow

curves for each speed of the pump’s rotor. These pressure-flow curves (also called H-Q curves)

provide a relation between the pressure difference between the pump inlet and outlet, and the

flow the pump can provide at that speed.

Let ΔpVAD = PAo − PLV be the pressure difference between the outlet and the inlet of the

pump and QVAD the flow through the pump. The pressure-flow relationship can be approxi-

mated with a quadratic equation as:

DpVAD ¼ AVAD þ BVADQVAD þ CVADQ2
VAD ð3Þ

For each ΔpVAD there is a single QVAD and vice versa. This relation can be used as a bound-

ary condition, imposing a flowrate for a calculated pressure difference ΔpVAD. With this, the

LVAD boundary condition keeps a flowrate constrained with Eq 3. The method to calculate

the variable ranges for the pump model inputs is explained in the S4 Data. The fitting coeffi-

cients with their errors are shown in Table 1.

DARE. Executing the SA and the UQ during the VVUQ process requires generating

thousands of inputs for the simulation code, submitting the jobs, processing the simulation

results, and extracting the quantities of interest (QoIs) out of the physical field results. For this,

we created DARE.

DARE is an automating tool that works coupled with Sandia’s Dakota (version 6.12) [44,

45] and allows automatically encoding, submitting and retrieving jobs to any high perfor-

mance computing (HPC) infrastructure (Fig 2). Dakota allows to characterise and sample

model inputs for multiple analysis types like SA, UQ or optimisation. The Dakota+DARE pair

runs in a computer external to the HPC machine for as long as the analysis under execution

may last (up to several weeks in this work). DARE receives Dakota’s chosen inputs, processes

the simulation templates with an encoder, submits the job to the supercomputer queue, waits

for the jobs to be finished and processes the final results to feed Dakota with the obtained out-

puts. A combination of Dakota’s restart capabilities with DARE failure capture capabilities

makes this a robust framework for the required analysis.

Table 1. Fitting coefficients (aVAD, bVAD, and cVAD) and fitting errors � of the H-Q performance curves. The pump

speed is measured in [rpm]. The units are aVAD[Pa], bVAD[Pa � s/m3], and cVAD[Pa � s2/m6].

Pump speed aVAD ± � / bVAD±�/cVAD

0k 0.0 ± 0.0 / 0.0 ± 0.0 / 0.0

8k 1.17×104 ± 1.44×102 / −7.72×107 ± 2.85×106 / 0.0

11k 2.17×104 ± 4.89×102 / −9.02×107 ± 6.15×106 / 0.0

https://doi.org/10.1371/journal.pcbi.1010141.t001
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Design of the VVUQ plan through V&V40 risk-based credibility

assessment

We performed credibility assessment by following the ASME V&V 40 [11] standard. The stan-

dard provides a framework for assessing the relevance and adequacy of the completed VVUQ

activities for medical devices. Applying the standard requires a set of preliminary steps to

determine the required level of credibility for the model. These preliminary steps are to iden-

tify: (1) the question of interest, this is the question the tool will find an answer to; (2) the con-

text of use (CoU), this is the specific role and scope of the computational model; (3) the QoI,

these are the simulation outputs relevant for the CoU; (4) the model influence, this is the con-

tribution of the model in making a decision; (5) the decision consequence, this is the possibility

that incorrect model results might lead to patient harm; and (6)model risk, which is based on

model influence and decision consequence. Once these items are identified, goals for the credi-

bility evidence can be defined and the VVUQ plan designed.

Question of Interest. For an apically implanted LVAD, does the selected pump speed

produce: (a) complete aortic valve opening (QAo> 5×10−6[m3/s] (0.3[L/min])); and (b) a Car-

diac output compatible with life (QavgAo þ Q
avg
LVAD > 7� 10� 5½m3=s� (4.2[L/min])) for a range of

HR and EF covering a HF patient population?

Context of Use (CoU). The heart-LVAD computational model may be used by design

engineers to assist in the preclinical development of LVAD, by characterising aortic root,

LVAD and intra-LV flows for a given pump speed. The goal of the heart-LVAD computational

model is to provide a computational replica of a benchtop experiment for a quantitative analy-

ses in parametric explorations. The heart-LVAD computational model by no means is replac-

ing animal experiments or clinical trials, but augmenting the totality of evidence.

Quantities of Interest (QoI). These are the simulation outputs relevant to the CoU. For

completeness, here we repeat that the QoIs are the maximum and average flows through the

outlet boundaries (LVAD flow QVAD and aortic root flow QAo).
Model influence. Although the numerical test will augment the evidence provided by the

bench test to aid design, they do not qualify the safeness of the device. This meaning animal

testing and clinical trials are still required during the regulatory submission to prove safety and

efficacy of the device. Therefore the computational model influence can be categorised as low

(see Table 2).

Decision consequence. While the CoU specifies the usage of the model for design itera-

tions, the results could be used to make indirect decisions that affect the patients’ health. If the

model fails to make accurate predictions for the question of interest, could advice for an oper-

ating condition that produce either: (a) low cardiac output or b a permanently closed aortic

Fig 2. Scheme of DARE building blocks.

https://doi.org/10.1371/journal.pcbi.1010141.g002
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valve. These might lead to thromboembolic events, aortic regurgitation or death. Therefore the

decision consequence is categorised as high (see Table 2).

Risk assessment. As the model influence has been categorised as “low” and the decision

consequence as “high”, the LV-LVAD model is categorised with a risk of 3 on the 1–5 scale

from Table 2, therefore requiring a medium level goals in the VVUQ plan.

Translation of model risks into credibility goals. The ASME V&V40 standard [11]

defines 13 credibility factors (some containing sub-factors) that break down the assessment of

the VVUQ activities. Once the risk associated with the modelling tool has been determined,

the next stage of the V&V40 pipeline is defining a ranking (gradation) for each factor sorted

by increasing level of investigation, and then selecting a credibility goal for each factor based.

Table 3 lists the 13 credibility factors and sub-factors. Gradations for each factor are pro-

vided in the S1 Data. For most credibility factors, the gradation proposed in the V&V40 stan-

dard is used. Table 3 summarizes the maximum possible score in the gradation, the targeted

goal and the achieved score. The targeted goal also includes the description required to achieve

that score. Per V&V40, goals were chosen so that model credibility is generally commensurate

with model risk. Therefore, for most factors, a medium level or higher goal was chosen. The

rationale behind the chosen goals is provided in the S2 Data.

Design and goals of the VVUQ plan

This section explains the VVUQ activities carried out to achieve the credibility goals defined.

The VVUQ plan has been designed following [9, 11, 12].

Steps of the VVUQ plan.

1. Provide verification evidence: SQA practices should be followed to ensure reproducibility

and traceability. Numerical code verification (NCV) is mandatory to ensure correctness in

the coding of the models. Numerical calculation verification is mandatory to ensure a suffi-

cient spatial discretisation of the problem.

2. Execute a sensitivity analysis in the operating range: A non-linear global SA within the

operating range of the cases should be executed to: (a) understand the impact of each input

on the QoIs, and (b) Safely reduce the number of input variables for the UQ through Pear-

son’s ρ and Sobol indices analyses. The goal of step (b) has a direct impact in the UQ as it

reduces its computational cost.

3. Perform validation with uncertainty quantification: The reduced input model obtained

from the SA is used to execute the UQ analysis. At least a middle point and the extreme

cases of the operation envelope should be investigated. A comparison of the QoIs’ distribu-

tions is required including a validation metric that allows quantitatively comparing the

results between validation points and against other similar works or future projects.

Table 2. Risk map. Adapted from [46].

Model influence high 3 4 5

med 2 3 4

low 1 2 3

low med high

Decision consequence

https://doi.org/10.1371/journal.pcbi.1010141.t002
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Table 3. ASME V&V40 credibility factors [11] analysed on the risk-based assessment. The table shows the maximum possible score (“Max.” column), the desired goal

(“Goal” column) and the obtained score (“Obt.” column). The goal column also includes the description of the activity to achieve that gradation.

Aspect Evaluation

Max. Goal Obt.

1. Verification (Sec. Verification) 1.1. Code 1.1.1. software quality assurance (SQA) C B [SQA procedures are specified and

documented.]

C

1.1.2. Numerical code verification D C [The numerical solution is compared

to an exact solution.]

D

1.2. Calculation 1.2.1. Discretisation error LightGray C B [Convergence analysis are performed

obtaining stable behaviours.]

C

1.2.2. Numerical solver error C B [Solver parameters are based on values

from a previously verified model.]

B

1.2.3. User error D B [Key inputs and outputs were verified

by the practitioner.]

C

2. Validation (Secs. Sensitivity analysis
and Validation with uncertainty
quantification)

2.1 Computational

model

2.1.1. Model form C B [Influence of some assumptions is

explored.]

B

2.1.2 Model

inputs

2.1.2.1. Quantification of

sensitivities

C B [A SA of the expected key parameters

is performed.]

B

2.1.2.2. Quantification of

uncertainties

D B [UQ is executed on expected key

inputs but not propagated to the QoIs.]

C

2.2. Comparator 2.2.1. Test

samples

2.2.1.1. Quantity of test

samples

C A [A single sample is used.] A

2.2.1.2. Range of

characteristics of test

samples

D A [A single test condition is examined.] A

2.2.1.3. Measurements of

test samples

C B [One or more key characteristic are

measured.]

C

2.2.1.4. Uncertainty of test

samples measurements

C A [Characteristics uncertainty is not

addressed.]

A

2.2.2. Test

conditions

2.2.2.1. Quantity of test

conditions

B B [Multiple test conditions.] B

2.2.2.2. Range of test

conditions

D B [Test conditions representing a range

of conditions near nominal range are

examined.]

C

2.2.2.3. Measurements of

test conditions

C B [One or more key test conditions are

measured.]

B

2.2.2.4. Uncertainty of test

conditions measurements

C B [UQ of the test conditions

incorporated instrument accuracy only.]

B

2.3. Assessment 2.3.1. Equivalence C B [The types of all inputs are similar, but

ranges are not equivalent.]

C

2.3.2. Output

Comparison

2.3.2.1. Quantity B B [Multiple outputs were compared.] B

2.3.2.2. Equivalency of

output parameters

C B [Most types of outputs are similar.] C

2.3.2.3. Rigour of output

comparison

C B [Comparison was performed by

arithmetic difference.]

C

2.3.2.4. Agreement of

output comparison

C B [The level of agreement is satisfactory

for some key comparisons.]

B

3. Applicabilty (Sec. Discussion on the
V&V40 credibility factors: Achieved
score)

3.1. Relevance of the Quantity of interest C B [A subset of the QoIs are identical to

those for the CoU.]

C

3.2. Relevance of the validation activities to the CoU D B [There is partial overlap between the

ranges of the validation points and the

CoU.]

C

https://doi.org/10.1371/journal.pcbi.1010141.t003
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4. Adequacy assessment: Evaluate if the simulation credibility evidence is good enough to

safely answer the question of interest.

Code and calculation verification. Code and calculation verification tests provide evi-

dence of the correctness in the translation of the governing equations and numerical solution

procedure. It is enclosed by SQA that provides means to monitor the software engineering

processes and ensure traceability of the changes. Numerical code verification tests provide a

metric of the correctness of the governing equations implementation. These types of tests gen-

erally compare the solution obtained by the simulation code with a known analytical solution.

Numerical calculation verification is intended to bound the error introduced by the numerical

discretisation. It involves the comparison of results in increasingly refined discretisations to

estimate the numerical error in the final simulations. For this manuscript, we choose to exe-

cute stationary, dynamic, 2D, and 3D numerical code verification tests to ensure the correct-

ness of the governing equations implementation. Finally, increasingly complex numerical

calculation verification tests are shown that allow bounding the discretisation error.

Sensitivity analysis. A SA [47] is a statistical tool that allows quantifying the impact of

each input variable in each QoI of the model. It is helpful as it allows to rank the input variables

based on their contribution to the variation of the model output. On the one hand, identifying

the less relevant inputs allows to reduce the dimensionality of the problem, as the less relevant

inputs can be safely avoided to decrease the computational cost during UQ. On the other

hand, reducing the experimental uncertainty of the most relevant inputs identified is critical to

obtain accurate model predictions. The reason for this is that a large uncertainty in a highly

impactful input will produce a large uncertainty in the model output.

The SA is carried out by firstly sampling the input values using latin hypercube sampling

(LHS) for all the shared input variables. Later, these samples are used to execute independent

CFD simulations. In this work we execute two types of SA: i) local SA via Pearson coefficients

[48], and ii) global SA through total Sobol indices calculation [49] by relying on a 5-th order

polynomial chaos expansion (PCE) [50]. While having both, Pearson coefficient and Sobol

indices may seem redundant, the former is simpler to understand and implement than the lat-

ter. This eases the task of reproducing and comparing the manuscript results. Both analyses

are performed by relying on 500 samples. Pearson´s coefficient analysis is a first order

approach that provides insights of the model behaviour with an accessible and straightforward

method. However, it is a measure of the linear association between the inputs and the outputs

and it is valid only under Pearson´s assumptions [51] of linear and homoscedastic data with

no multivariate outliers. For complex data distributions, Sobol indices are a better fitted

method that provides information of the importance of each input taking into account com-

plex factors like nonlinearities, input interactions, and sample dispersion. Sobol´s global SA

rely on high-order integrals to accurately calculate the indices. These integrals require a rela-

tively large number of samples to be evaluated. In this manuscript, the original 500 samples are

used to fit a PCE emulator which is afterwards used to obtain the 5000 samples required for

the Sobol integrals. The PCE polynomial order has been chosen to balance computing time

and fitting accuracy. Further description on the Sobol indices and the PCE method can be

found in [49, 50].

Uncertainty quantification. Validation involves measuring the difference between both

sources of predictions, the experiment and the simulation. These two sources are subject to dif-

ferent types of uncertainties that should be identified as part of a UQ analysis.

The measuring instruments in the experiment introduce the measuring error, while user

error is introduced by the experimentalist variability. In the experiment on this manuscript,
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each execution of the experiment contains multiple beats. Therefore, even for the same set of

inputs and due to the measuring instrument error (see section Description of the benchtop
model), there will be a dispersion in the QoIs that requires the the measurement error to be

quantified. As we use retrospective experimental data not specifically thought for VVUQ,

there is only a single execution of the experiment for each of the six validation points. This

hampers quantification of the user error. To tackle this issue we add a 10% error range in the

QoIs measured in the experiment to account for the user error. As there is no other informa-

tion on that user error shape, no probability distribution can be assumed. The numerical error

in the simulation tool is estimated by the code and calculation verification (see S3 Data), and

the input error quantified during the UQ. All the parameters shared by both the experimental

and numerical models are listed and classified in Table 4.

Each one of the model variables can be characterised as one of the following three: (a) deter-

ministic, when their values are known (b) aleatory, when the variable is uncertain due to inher-

ent variation and can be characterised with a cumulative distribution function (CDF); (c)
epistemic, when the variable is affected by reducible uncertainty due to lack of knowledge and

it can be represented with a bounded interval. The inputs of the model should be characterised

by one of these three categories and treated accordingly. The uncertain variables are sampled

using LHS in the uniform ranges identified in Table 4. While SA is executed for all the vari-

ables referred in Table 4, the UQ may be executed on a reduced set of inputs. If the SA study

concludes there are variables with little to no impact in the QoIs, these variables can be safely

omitted in the UQ to reduce the computational cost. These variables are identified with the

Pearson´s ρ and the Sobol index analysis. The selected impactful uncertain variables are for-

ward propagated through the computational model down to the output to obtain the QoIs dis-

tributions. Once the output distributions are obtained for the experiments and for the

simulations, the differences are quantified using a validation metric. To evaluate these differ-

ences, we use the Minkowski L1 norm (MN) validation metric proposed in [9] in two different

ways. For the first approach (called MNu) a uniform distribution is assumed in the experimen-

tal data, and the MN integrated between that artificially built experimental empirical cumula-

tive distribution function (ECDF) and the simulation ECDF. For the second approach, so

called p-box approach [52], no distribution is assumed in the experimental data. Therefore,

the MN is calculated between the simulation ECDF and the maximum (MN+) and minimum

(MN−) limits of the experimental data.

Table 4. Table of model inputs and their uncertainty characterisation.

Variable Symbol Classification Characterisation value range

Density ρ deterministic exact value 1100[kg/m2]

Viscosity μ deterministic exact value 0.00372[Pa � s]

Heart rate HR aleatory uniform [40, 120][bpm]

Atrial pressure PLA aleatory uniform ½0:5; 1:5��103½Pa�
Ejection fraction EF aleatory uniform [0.1, 0.35][−]

Aortic serial resistance RAos aleatory uniform ½5; 20��106½Pa � s=m3�

Aortic parallel resistance RAop aleatory uniform ½50; 200��106½Pa � s=m3�

Aortic parallel Capacitance CAop aleatory uniform ½5:0; 20:0��10� 7½m3=Pa�

Constant VAD coefficient AVAD aleatory uniform ½0:025; 1��101½m3=s�
Linear VAD coefficient BVAD aleatory uniform ½0:5; 5��10� 4½Pa � s=m3�

https://doi.org/10.1371/journal.pcbi.1010141.t004
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Results

Results are split in three parts. Section Verification briefly relates the verification results. Sec-

tion Sensitivity analysis shows the results for the SA of the numerical model, which rank the

model input variables according to their impact on the outputs. As mentioned in the section

Design and goals of the VVUQ plan, LHS is used during the SA to sample the input values

domain. Results are analysed through scatter plots, Person’s ρ correlation and total Sobol indi-

ces. Section Validation with uncertainty quantification shows a UQ analysis for six validation

points reproduced in the SDSU-CS. The six validation points include two different conditions,

so called 22[%]@68.42[bpm] and 17[%]@61.18[bpm], with three pump speeds (0k, 8k and 11k
[rpm]) each. As the benchtop experiment uses a continuous flow LVAD, we assume there is no

beat-to-beat variation. Even if there may be a change in the internal LV flow structures due to

its chaotic nature, this does not affect the mass flow through the boundaries or the LV volume.

The model is intended to reproduce inbound and outbound flows in the LV of the CS,

therefore the final goal is to correctly reproduce the flow meter signals of the experiment. As

the statistical tools for the UQ analysis require scalars, the QoIs chosen to characterise the

flows are maximum and average Aortic and LVAD flows. An analysis and comparison of each

set of simulation results at every spatial point of the volumetric domain is virtually impossible

even for a small number of cases, let alone more than 1000 simulation executions as done in

this work. Therefore, even if sample qualitative results are shown for each validation point, the

maximum and average flows through the boundaries are calculated and used to calculate sta-

tistical trends.

Verification

This section will briefly describe the results related to the verification credibility factors. Fur-

ther description of the numerical code verification and numerical calculation verification can

be found in the S3 Data.

Numerical code verification. The simulation software used on this manuscript is devel-

oped with a continuous integration and continuous deployment (CD/CI) strategy based on

git, combining feature-driven development and feature branches with issue tracking. The SQA

pipelines ensure continuous integration, running a series of software checks, builds, and

regression tests when the developers modify the source code. The tests include a combination

of 27 architectures and compilers, optimization options running more than 200 regression

tests making a total of more than 4000 different executions. This is complemented with compi-

lation time unity testing and a bi-weekly executed benchmark suite to measure performance

evolution.

Numerical code verification is executed as per Section 2 of [12], for a 2D Poiseuille and a

3D Womersley flow problem in a cylindrical tube. These problems have non-trivial analytical

solutions that are used as true value. For both cases the discretisation error is monitored as the

grid is systematically refined. If the ratio between mesh subdivisions is defined as ri,j = ri/rj
then, for the cases in this manuscript r1,2 = r2,3 = r = 2.0, a figure considerably larger than 1.3,

the minimum value recommended [12]. The largest velocity magnitude root mean square

error (RMSE) is 0.03% for the finest mesh and the observed order of convergence pobs = 1.907,

compatible with the theoretical order of convergence of 2 of the 2nd order backward differen-

tiation formula (BDF) time scheme used. The largest RMSE is 0.05% for the finest mesh, and

the observed order of convergence is pobs = 1.82, close to the theoretical order of convergence

of the 2nd order BDF time scheme used. Both, the 2D Poiseuille flow and the 3D Womersley

flow are thorougly described in the S3 Data.
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With the result of the code verification process we demonstrate [53] that: (a) equations are

solved correctly with at most 0.5% error with respect to the analytical solution for the Reynolds

numbers representative of LVAD problem; (b) observed order of accuracy is similar to the the-

oretical order; (c) The equation coding, transformations and solution procedures are correct.

Numerical calculation verification. The original model mesh described in section

Description of the numerical model was refined twice using the technique described in [54].

The meshes were used for two different configurations of the problem. First, we use a set of

simplified boundary conditions. Geometry deformation, valve modelling, and the pump

boundary condition are deactivated as the behaviour of these features depend on the CFD

results. The goal is to evaluate the CFD solver in a complex domain with a non-ideal mesh. As

such geometry does not have an analytical solution, the RMSE are calculated against the finest

mesh computed. The maximum velocity magnitude RMSE is 0.91% and the observed order of

convergence is pobs = 0.971 compatible with the theoretical order of convergence of 1 provided

by the first order trapezoidal time integration. The second calculation verification test is exe-

cuted with the complete model that includes all features. As it is a dynamic problem, time aver-

aged quantities were calculated. The maximum velocity magnitude RMSE is 2.4% and the

time-averaged observed order of convergence is pobs ¼ 0:85 compatible with the theoretical

order of convergence of 1 provided by the first order trapezoidal time integration. Detailed

results are shown in the S3 Data.

Discussion of the verification results. While the applicability of validation results is cur-

rently a topic of active discussion [55], the applicability of verification results is rarely dis-

cussed. The reason for this is probably the scarce number of verification tests that have a non-

trivial analytical solution or a manufactured solution. The tests in this section are executed

with Reynolds number close to the ones in the LV, supporting credibility of the solution proce-

dure for an operating condition similar to the validation operating condition.

Simple, stationary physical problems as the 2D Poiseuille flow allow having small errors for

a reduced computational cost. When trying to find a solution to more complex transient prob-

lems (e.g. the 3D Womersley transient flow) the errors increase. The model solved in this proj-

ect (section Description of the numerical model) is not only a transient problem solved on a

fine mesh, but also: (a) the fluid mesh is deforming, (b) the boundary conditions (such as the

valves or the pump boundary condition) vary with the solution of the CFD solver and, (c) it

requires solving the near-ill-conditioned problem of the valve closing. Therefore, considerably

larger errors were expected compared to simpler academic problems. Despite that, the numeri-

cal error remained under 2.4% for the most complex use case presented.

Sensitivity analysis

Results for the SA. The SA is intended to identify the input variables with the highest

impact in the QoIs. The variable ranges used for the SA are shown in Table 4. The density ρ
and the dynamic viscosity μ are easily and accurately measured. Furthermore, due to the sys-

tem operation pressures and the fluid bulk properties, these quantities are not expected to

change. With this, these two variables are classified as deterministic, knowing their exact value.

The rest of the input variables are ranged in approximately one order of magnitude, so the UQ

sweeping ranges fall within the SA ranges. To proceed with the LHS a uniform distribution is

considered, obtaining 500 samples from the input variables. These samples are used to run 500

simulations, obtaining an ensemble of the QoIs. The sampling and results are shown in the

scatter plot at Fig 3 together with the Person’s correlation coefficient ρ. From a visual analysis

of the scatter plot it can be seen that the data is nonlinear, heteroskedastically distributed, and

contains multivariate outliers, failing 3 of the 7 assumptions required for Pearson’s analysis.
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To overcome this issue, a global SA is done by calculating total Sobol indices (indicated in sec-

tion Sensitivity analysis). Total Sobol indices provide information of the importance of each

input taking into account complex factors like nonlinearities, input interactions, and sample

dispersion. The total Sobol index of each input with respect to each QoI are shown as a tor-

nado plot in Fig 3. The larger the index, the more important that input is for the QoI. The total

cost of the 500 simulations is about 50 [core-years] in Marenostrum IV supercomputer.

Discussion of the SA results. The scatter plots and the Pearson’s ρ analysis shown in Fig

3 provide a simple tool to identify the most important variables in the LV-LVAD system.

While these tools are useful for a first order approach to understanding the system’s behaviour,

they fall apart for non-linear effects and complex interactions. Total Sobol indices provide a

more insightful tool that accounts for the effect of each input variable and their interactions in

each QoI. From the total Sobol indices analysis we can see that the most highly ranked inputs

are the EF, HR, AVAD and BVAD. Inputs such as the Windkessel parameters RAoP , CAoP , RAoS , and

the left atrial pressure PLA have total Sobol indices smaller than 0.25 for at least one QoI so

they are qualified as not relevant for the UQ. The reason for this is addressed in the discussion

Fig 3. Scatter plots and total Sobol indices tornado plots for the 8 input variables and the 6 QoIs. The scatter plot also shows the Pearson’s

linear correlation number ρ in the top left corner. Units are intentionally avoided in the Y-axis of the total Sobol indices tornado plot to ease its

legibility.

https://doi.org/10.1371/journal.pcbi.1010141.g003

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 16 / 35

https://doi.org/10.1371/journal.pcbi.1010141.g003
https://doi.org/10.1371/journal.pcbi.1010141


at the end of this section. The wide ranges chosen for the global SA provide a trustworthy set

of Sobol indexes that are applicable to the smaller ranges during the UQ analysis.

While SA is a common tool other fields of cardiac modelling like electrophysiology and

solid mechanics [56–58], there is no published work with a local nor a global SA for 3D CFD

regarding the LV-LVAD system. Despite this, The trends in Fig 3 agree with experiment data

and clinical observations. A higher pump speed, translated as a larger AVAD coefficient, has a

positive correlation with the LVAD flow and a negative correlation with the aortic flow [59].

The reason for this is that the suction produced by the pump reduces the aortic valve opening

[8, 60]. Also, the HR and EF has a direct positive correlation with the LVAD and aortic flows

[61]. The unexpectedly [61, 62] small influence of the mean atrial pressure (PLA) and arterial

impedance (characterised via RAoP , RAoS , and CAoP ) can be explained due to the lack of Frank-Star-

ling mechanism [63] in the silicone ventricle of the experiment and therefore also in its

computational analogue. This may raise a concern on the model applicability if it was used for

clinical guidance. But, as stated in the CoU of this manuscript: “(. . .) the model is intended to

provide a computational replica of a benchtop experiment (. . .)”. While the quantification of

the so called applicability error would be critical to correctly estimate the total model error, it

is still under investigation [64].

Validation with uncertainty quantification

The global SA in sction Sensitivity analysis identified the four most relevant variables, namely

the EF, the HR, AVAD, and BVAD. These are the simulation input variables studied during the

UQ analysis. The UQ analysis consist of six validation experiments varying the four chosen

inputs. For each validation point, a qualitative set of images is shown that allows visualising the

CFD behaviour of the problem. The quantitative results are analysed through scatter plots and

ECDFs. To evaluate the differences between the experimental and simulation distributions, we

use the MN validation metric already described in section Uncertainty quantification. In every

figure, experimental results are represented with orange and simulation results with blue.

Validation points and ranges. For the UQ analysis, the SDSU-CS is configured at two

beating conditions. The condition 22[%]@68.42[bpm] has an EF = 22[%] and HR = 68.42

[bpm]. The condition 17[%]@61.18[bpm] has an EF = 17[%] and HR = 61.18[bpm]. Three

pump combinations are used in each case, 0k[rpm] (or pump off with clamped outflow LVAD

conduit, recall section Description of the benchtop model), 8k[rpm], and 11k[rpm]. This makes

a total of six validation points as described in Table 5. These six validation points are chosen to

vary the QoIs that provide information to answer the question of interest: EF, HR, and pump

speed (via the coefficients aVAD and bVAD). As there is no information on the precision of the

prescribed EF and HR, a 10% error is assumed for these two inputs, producing the ranges in

the second and third column of Table 5. Similarly, and as explained in section Design and goals
of the VVUQ plan, the experiment data accounts for the instrument error. But, as we count

Table 5. The six validation points used for the UQ analysis.

Condition EF value range HR value range Pump speed

22[%]@68.42[bpm] [19.8,24.2][%] [65.55, 72.45][bpm] 0k[rpm]

8k[rpm]

11k[rpm]

17[%]@61.18[bpm] [15.3,18.7][%] [53,63][bpm] 0k[rpm]

8k[rpm]

11k[rpm]

https://doi.org/10.1371/journal.pcbi.1010141.t005
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with only a single experiment per validation point, an error range of 10% is included in the

QoIs to account for the measurement uncertainty. To calculate one of the validation metrics

shown (MNu) we assume a uniform distribution in the measured QoIs for that assumed range.

On the contrary, the multiple simulations executed let us calculate the ECDF used for the met-

rics. The method to calculate the variable ranges for the pump model inputs is explained in the

S4 Data. The coefficients range and the uncertainty characterisation are shown in Table 6.

These simulation variables are sampled using a LHS obtaining 50 samples per validation

experiment, making a total of 300 numerical simulations that required about 30 [core-years]

in Marenostrum IV supercomputer.

Condition 22[%]@68.42[bpm]. Fig 4 shows qualitative surface results for the three pump

speeds for the condition 22[%]@68.42[bpm] and the pump speeds 0k, 8k, 11k[rpm]. After-

wards, Figs 5 to 7 provide quantitative results for the referenced condition and pump speeds.

The flow plots in Figs 5a, 6a and 7a show the aortic (QAo) and LVAD flow (QVAD) for the

experiment (orange) and the simulation (blue). As the UQ analysis also accounts for HR, the

time axis is normalised. The scatter plots in Figs 5c, 6c and 7c show the inputs in the x-axis

and the outputs in the y-axis for the experiment (orange) and the simulation (blue). The

orange range in the y-axis is representing the assumed 10% measurement error and the simu-

lation results kernel distribution estimation (KDE) is represented in blue shades surrounding

the simulation measures. Figs 5d, 6d and 7d show the simulation ECDF in blue and the experi-

mental limits with two vertical orange ranges, together with the artificial uniform distribution

used to calculate MNu. Finally, the bench and numerical experiments data limits and the mul-

tiple MN are shown in Figs 5b, 6b and 7b.

Condition 17[%]@61.18[bpm]. Results are presented similarly to section Condition 22

[%]@68.42[bpm]. Fig 8 show a set of time frames for the three pump speeds during the condi-

tion 17[%]@61.18[bpm]. Afterwards, Figs 9 to 11 show the experimental and simulation

results. Again, the experimental results are shown in orange and simulation results in blue. the

experiment and simulation ranges and the validation metrics are shown in Figs 9b, 10b and

11b.

Discussion of the UQ results. Similarly to the SA, while UQ analyses have been recently

done for electrophysiology and electromechanical models of the heart [56, 58, 65], but no

equivalent studies have been conducted for ventricular CFD.

The first noticeable feature in the scatter plots is the lack of dispersion in the x-axes for the

experimental results. The x-axes represent the prescribed values of the inputs in the experi-

ment or simulation. As there is a single execution of the experiment per validation point, there

is no information on the input variable distribution. This fact that translates as zero dispersion

Table 6. Range of H-Q curve coefficients used for the UQ analysis. The range is obtained as 2�num + �fit where �fit is 10% of the measured value.

Pump speed coefficient Uncertainty classification characterisation value range

0k aVAD deterministic exact value 0.0 [Pa]

bVAD deterministic exact value 0.0 [Pa � s/m3]

cVAD deterministic exact value 0.0 [Pa � s2/m6]

8k aVAD aleatory uniform [10.91, 12.66]×103[Pa]

bVAD aleatory uniform -[7.90, 7.53]×107[Pa � s/m3]

cVAD deterministic exact value 0.0 [Pa � s2/m6]

11k aVAD aleatory uniform [19.64, 23.77]×104[Ba]

bVAD aleatory uniform -[9.80, 8.24]×107[Pa � s/m3]

cVAD deterministic exact value 0.0 [Pa � s2/m6]

https://doi.org/10.1371/journal.pcbi.1010141.t006
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in the x-axis at experimental scatter plots. On the contrary, the multiple beats contained in

each validation point and the measurement error in the flow meter is seen as y-axis dispersion

for the experiment. Even with a highly reproducible and tested experimental setup as the

SDSU-CS we were not able to obtain the experimental probability distributions required for

the highest rankings in the ASME V&V40 standard. To be able to obtain these distributions,

the exact same experiment should be repeated multiple times, a time consuming and expensive

process. While working with these distributions as input data is unarguably optimal, we face

the most common case where only a single experimental data point is available [9].

Another noteworthy detail is the fact that the MN is an absolute metric, therefore its inter-

pretation depends on the QoI’s range and mean value at the specific condition. As an example,

the 0k[rpm] cases for both conditions may seem the trivial solution for QavgVAD and QmaxVAD. but,

even if they have the smallest validation metrics in this manuscript, there is no overlap for

these QoIs in the scatter plots.

Fig 4. Qualitative surface results for the condition 22[%]@68.42[bpm]. Pump speed is 0k[rpm], 8k[rpm], and 11k[rpm] in the first, second, and third

rows respectively. The columns indicate different time frames in the simulation. t = 0.42[s] show results for the plateau previous to systole, t = 0.58[s]
show the atrial kick, t = 0.77[s] show systole, and t = 1.03[s] shows diastole. Videos of the simulations can be found in the S1 Video.

https://doi.org/10.1371/journal.pcbi.1010141.g004
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Results show the smallest validation metrics (i.e. better agreement) for the mid-point work-

ing conditions with larger differences for the extreme cases. The large uncertainty ranges in

the pump H-Q curve (see S4 Data and Table 6) for the 8k[rpm] and most noticeably 11k[rpm]

speeds produce a considerable dispersion in the simulation results. This dispersion is most

noticeable in the 11k[rpm] cases (Figs 7 and 11) as a large uncertainty range in the flow curves

(Figs 7a and 11a), but it also exhibits itself in the empirical cumulative distribution function

(ECDFs) (Figs 7d and 11d) and the scatter plots (Figs 7c and 11c) as a poor overlap of the blue-

shaded simulation KDE and the orange range for the experiments. Particularly, Fig 11c shows

a clustering in the QavgAo and QmaxAo simulation points. As part of the application study in this

manuscript, we show in Fig 12 the average aortic valve flow QAo for each execution. The data

has a threshold at 5×10−6[m3/s] (0.3[L/min]), moment where the aortic valve starts to fully

open allowing a consistent flow through it. This is because the aVAD and bVAD uncertainty

ranges are so wide that they even allow aortic valve opening for some scenarios, something

Fig 5. Summary for the condition 22[%]@68.42[bpm] and 0k[rpm]. (a): aortic valve and LVAD flows. (b): validation metrics. (c): scatter plot

showing the experimental and simulation data. (d): ECDF for the simulation, experimental data limits and the constructed uniform distribution.

https://doi.org/10.1371/journal.pcbi.1010141.g005
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also observed in [59]. The largest validation metric (Figs 7b and 11b) with the pump operating

at 11k[rpm] is for QmaxAo for both conditions 17[%]@61.18[bpm] and 22[%]@68.42[bpm].

The 0k[rpm] results at Figs 5 to 9 also show a mismatch between the numerical and the

bench data. As the pump H-Q curves are forced to zero in the simulation, there is also zero

uncertainty in the associated inputs (aVAD and bVAD). This produces unequivocally LVAD

flows equal to zero QavgVAD ¼ QmaxVAD ¼ 0:0½m3=s� and a Dirac’s delta probability distribution func-

tion for these QoIs in the simulation results. On the contrary, the experiment still shows a

small y-axis scattering in the LVAD QoIs (Figs 5c and 9c). This is produced due to flow distur-

bances around the flow meter and the sensor’s offset error (see flow-meter characteristics in

section Description of the benchtop model).
The 0k[rpm] cases also highlights a modelling error in the simulation results, most clearly

in the flow curves in Figs 5a and 9a: the aortic flow wave produced by the pressure curve in the

model is too triangular and short-timed, and the backflow during the valve closing is too large.

These differences may have been introduced by the simplified aortic valve model. Despite the

Fig 6. Summary for the condition 22[%]@68.42[bpm] and 8k[rpm]. (a): aortic valve and LVAD flows. (b): validation metrics. (c): scatter plot

showing the simulation and experimental data. (d): ECDF for the simulation, experimental data limits and the constructed uniform distribution.

https://doi.org/10.1371/journal.pcbi.1010141.g006
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poor overlap for the distributions seen in the ECDF plots in Figs 5d and 9d and the scatter

plots in Figs 5d and 9d, the validation metrics in Fig 5b and 9b for QavgVAD and QmaxVAD are almost

negligible as the values enforced in the simulation are close to the experimental ones.

The 8k[rpm] operation condition provides the smallest overall metrics (i.e. best agreement)

between the experimental and simulation. For the condition 22[%]@68.42[bpm] this can be

seen as a good overlap between the experimental ranges and the simulation distributions. Sim-

ilarly, the simulation ECDF curves (Fig 6d) overlap the experiment and numerical ranges for

every QoI. Almost similarly, the condition 17[%]@61.18[bpm] shows an overlap for most vari-

ables in the ECDF curves (Fig 10d) except for those associated with the aortic flow (QavgAo and

QmaxAo ). Despite that lack of overlap, the validation metrics in Fig 10b are also reduced.

The lack of publications with UQ analyses for ventricular CFD makes comparing these

results a difficult task. The results suggest a mismatch between the experimental and

Fig 7. Summary for the condition 22[%]@68.42[bpm] and 11k[rpm]. (a): aortic valve and LVAD flows. (b): validation metrics. (c): scatter plot

showing the simulation and experimental data. (d): ECDF for the simulation, experimental data limits and the constructed uniform distribution.

https://doi.org/10.1371/journal.pcbi.1010141.g007
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simulation results for the 0k[rpm] (LVAD off) and the 11k[rpm] cases. These validation points

highlight potential issues that are worth exploring.

Discussion on the V&V40 credibility factors: Achieved score

This section is intended to summarise the achieved scores for the credibility factors described

in the ASME V&V40 [11] and summarised in Table 3. The section is intended to compare the

pre-selected goal with the final achieved score. For the reader’s reference, the translation from

the scores to the required activities can be found in the S1 Data. The rationale behind the cho-

sen goal for this work can be found in the S2 Data. In the rest of this section we will summarise

the rationale behind the scores obtained for each credibility factor.

Section 1: Verification credibility factors. For the calculation and code verification the

ASME standards define a set of rankings that ranges from no verification up to an extensive

Fig 8. Qualitative surface results for the condition 17[%]@61.18[bpm]. Pump speed is 0k[rpm], 8k[rpm], and 11k[rpm] in the first, second, and

third rows respectively. The columns indicate different time frames in the simulation. t = 0.42[s] show results for the plateau previous to systole,

t = 0.64[s] show the atrial kick, t = 0.85[s] show systole, and t = 1.16[s] shows the diastolic filling. Videos of the simulations can be found in the S1

Video.

https://doi.org/10.1371/journal.pcbi.1010141.g008
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set of tests. The code used as simulation engine follows rigorous SQA enforced by the code life

cycle tool. Also, the fact that the simulation code is partially open source and part of the Part-

nership for Advanced Computing in Europe (PRACE) Unified European Applications Bench-

mark Suite (UEABS) ensures the code transparency and constant scrutiny [54, 66, 67]. Added

to this, two numerical code verification tests and three numerical calculation verification tests

(S3 Data) were executed to ensure code correctness and bounded numerical error for this

problem. Comparing the executed tasks with the rankings in the S1 Data, led us to rank the

SQA, NCV, discretisation error, and numerical solver error with the maximum score, surpass-

ing the original desired goal. Due to the lack of external manpower, the inputs of the solver

where only checked by internal review. This led us to achieve a C out of a maximum D in the

user error credibility factor. As the number of input variables is rather small, the original goal

was B out of D and therefore the original goal is achieved.

Section 2: Validation credibility factors. While the background model is based on the

well known Navier-Stokes equations, there are multiple associated sub-models like the pump

H-Q performance curve model, the lumped valve model or the Aortic impedance Windkessel

model. Some of the assumptions for the simplification on the UQ were tested a-priori during

the SA, therefore the model form correctness scores a B out of C, the desired goal. On the

model input credibility factor, due to the thorough SA and UQ executed we achieved the

desired goal of B out of C. The analysis was executed using retrospective experimental data,

which was not gathered for VVUQ use. A single silicone ventricle was used as test sample,

Fig 9. Summary for the condition 17[%]@61.18[bpm] and 0k[rpm]. (a): aortic valve and LVAD flows. (b): validation

metrics. (c): scatter plot showing the simulation and experimental data. (d): ECDF for the simulation, experimental

data limits and the constructed uniform distributions.

https://doi.org/10.1371/journal.pcbi.1010141.g009

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 24 / 35

https://doi.org/10.1371/journal.pcbi.1010141.g009
https://doi.org/10.1371/journal.pcbi.1010141


achieving an A out of C for the quantities of test samples credibility factor and an A out of D

for the range of the test sample characteristics credibility factor. Despite this, the geometry

used was characterised in all its features with a computer drawing tool, obtaining a score of C

out of C. The CoU focuses on reproducing the bench experiment and assessing mass flow

through the boundaries and not on analysing the internal LV fluid dynamics. Therefore it does

not require evaluating the QoIs for multiple geometries. With this, a single idealised geometry

was considered for the credibility evidence. With this, all the goals for the test sample credibil-

ity factors were achieved or surpassed. Further rationale can be found in the detailed table in

the S2 Data. On the test conditions credibility factor, multiple test conditions were tested

(achieving a B out of B) representing the expected extreme conditions range (achieving a C out

of D), measuring all the key test conditions (achieving a B out of C). Despite this, the uncer-

tainty of the test conditions was not characterised, achieving an A out of C. Most of the goals

for the comparator credibility factor where achieved or surpassed, except for the characterisa-

tion of the test condition uncertainties. Finally in the assessment credibility factor, the

Fig 10. Summary for the condition 17[%]@61.18[bpm] and 8k[rpm]. (a): aortic valve and LVAD flows. (b): validation metrics. (c): scatter plot

showing the simulation and experimental data. (d): ECDF for the simulation, experimental data limits and the constructed uniform distribution.

https://doi.org/10.1371/journal.pcbi.1010141.g010

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 25 / 35

https://doi.org/10.1371/journal.pcbi.1010141.g010
https://doi.org/10.1371/journal.pcbi.1010141


accuracy of the simulation output is evaluated. As the simulation is designed to reproduce the

experiment physics and resulting QoIs, all the input types and ranges of all inputs were identi-

cal,achieving a C out of C for the equivalence of inputs credibility factor. Also multiple outputs

were rigorously compared via two approaches of validation metrics, achieving a C out of C for

the equivalence, rigour and quantity of output variables credibility factor, surpassing the pre-

defined goals in all of them. As the level of agreement was satisfactory for some key compari-

sons, we achieve the desired goal of B out of C for the agreement of output comparison

credibility factor.

Section 3: Applicability credibility factors. This item assesses how relevant the validation

results are to the CoU. As the CoU proposes the tool for analysing LVAD and Aortic valve

flow to analyse total cardiac output and aortic valve opening, we assign the maximum rank C

out of C for the relevance of the QoIs for the question of interest. As the number of validation

points could be increased to target a larger operation envelope, the validation activities only

Fig 11. Summary for the condition 17[%]@61.18[bpm] and 11k[rpm]. (a): aortic valve and LVAD flows. (b): validation metrics. (c): scatter plot

showing the simulation aned experimental data. (d): ECDF for the simulation, experimental data limits and the constructed uniform

distributions.

https://doi.org/10.1371/journal.pcbi.1010141.g011
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encompassed some validation points for the CoU, achieving a C out of D. In both cases, the

goals were surpassed.

Overall credibility assessment. We demonstrate the model to be sufficiently close to the

validation points for the simple CoU proposed. While some of the credibility factors did not

obtain the maximum achievable score, they did obtained or surpassed the desired goal for the

medium risk application (refer to Table 3 for a summary). Riskier applications, where the

numerical model drive safety related conclusions or where the final decision relies more on

middling, would require achieving those maximum achievable scores. Further improvements

on the model to obtain these maximum scores are discussed in the conclusion.

Application to ramp study

While the CoU constrains the usage of the numerical model for preclinical development of

LVADs, we show a use case outside of that CoU where the model presented in this manuscript

can be useful. The applicability of the credibility evidence for the proposed use case is dis-

cussed at the end of this section. As explained earlier, a ramp study [7] is routinely performed

after LVAD implantation to select the pump speed for the patient. The selection is based on

LV flow and geometry measured with echocardiography while the LVAD speed is increased

over a wide range. The optimal speed is chosen to ensure end-organ perfusion. The desired

Fig 12. Aortic valve flow Qavg
Ao and total flow Qavg

tot ¼ Qavg
Ao þ Qavg

VAD as a function of the HR and EF. Data is shown for both,

8k[rpm] and 11k[rpm]. The grey hatched region represents the minimum limit for bothQavgAo andQavgtot .

https://doi.org/10.1371/journal.pcbi.1010141.g012
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cardiac output (measured as Qavgtot ¼ Q
avg
Ao þ Q

avg
VAD) is dependent of the patient BSA, and about

3.6×10−6[m/s] (2.2[L/min/m2]) per unit of BSA. This is to say, for an average BSA of 1.9[m2],

the desired Qavgtot is 7×10−5[m3/s] (4.2[L/min]). Bowing of the intraventricular septum towards

either RV (at low LVAD speeds) or LV (at high speeds) is avoided, particularly if the LVAD

inflow cannula is oriented towards the AoV. On the contrary, AoV opening increases at lower

LVAD speeds. It is desirable to achieve opening of the AoV (measured via a QavgAo >
5� 10� 6½m3=s� = 0.3[L/min]), at least intermittently, to avoid aortic regurgitation. The balance

among these considerations are determined by the clinicians present, and the speed selected

for long term LVAD support. Interestingly, most LVAD patients experience changes in cardiac

geometry and function during the use of LVAD support. For example, increased heart rate or

blood pressure can result in shorter systolic durations and alter AoV opening. Reduction in

LV volume due to reverse remodeling and improvements in ejection fraction may shift the

intra-ventricular septum position or enable greater AoV opening. With this, the final pump

speed will depend on the patient’s hemodynamic condition, quantified here via the EF and

HR. In all of these examples, having a more adaptive system begins with a validated tool such

as the model proposed herein.

The model results extend the range of the experimental studies by evaluating the QoIs over

a range of heart rate and ejection fraction, specifically AoV flow and total aortic flow

(QavgAo þ Q
avg
VAD). Fig 12 shows that the model predicts a small but notable decrease in LVAD flow

with increasing HR and EF, which is accompanied by an increase in flow through the AoV.

Fig 12 shows that the lower pump speed limit is bounded by Qavgtot and the upper pump speed

limit is bounded by QavgAo . At 8k[rpm] the pump is unable to meet the Qavgtot > 7� 10� 5½m3=s�
(4.2[L/min]) requirement for the range of HR and EF analysed. Oppositely, the 11k[rpm] case

is unable to meet the QavgAo > 5½cm3=s� requirement for the situations with HR≲ 65[bpm] or

EF≲ 18[%]. This agrees with the findings in [7] showing that the AoV closes at 9124 ± 1, 222

[rpm] with an optimal LVAD speed of 8850 ± 470[rpm].

While it is exciting to show a clinical application case as the one described here, the CoU

presented in this manuscript specifies that the model may only be used during preclinical

design of the device. With the current CoU, the credibility evidence gathered is not complete

enough for a clinical application. The simulation tool and the bench experiment contain a set

of simplifications that should be studied in a future CoU addressing clinical practice. While

the experimental and numerical models use an idealised and smooth LV, patient´s LV geome-

tries come in a vast variety of volumes, shapes and levels of trabeculations. Human left ventri-

cle (LVs) are also mechanically connected to the RV and the surrounding tissues, which affect

the LV behaviour. In this work an homogeneous LV contraction is assumed, which may not

be valid for advanced HF patients with large non-contractile regions. Future iterations of this

work addressing clinical CoUs should evaluate these variables in the bench-top experiment

and numerical model to safely use the listed simplifications in the current version of the pro-

posed tool.

Ideally, in future iterations of LVAD therapy, the device will be able to remotely monitor

the HR, and the speed setting updated to adjust for the patient condition. With improvements

in remote monitoring, device adjustment, the presented model could serve as a baseline tool

for a smart interface between the patient’s LVAD and their clinical team, and form the founda-

tion for automated speed control.

Conclusion

This manuscript provides a thorough detail and execution of a VVUQ plan of a clinically rele-

vant numerical model. Starting from a major concern of LVAD treatment we define the
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V&V40 terminology and goals following the approved standard, and proceed to design a

VVUQ plan that we afterwards execute and analyse with statistical tools. While [68] reviews

the use of computer model for critical health applications under the ASME V&V40 standard

[11], this work presents for the first time a complete execution of a VVUQ plan following the

cited guideline.

Even if simpler LVAD numerical models have been published in the past, this is the first

including a deformable ventricle, a pressure driven valve model and a dynamic LVAD bound-

ary condition. The numerical model has been created to faithfully reproduce the SDSU-CS. To

do so, the numerical model required to deform the mesh with the same pattern as the experi-

ment, a 0D model of the systemic arteries, a novel approach for the valves that is driven by the

transvalvular pressure gradient, and a novel approach to represent the LVAD through an H-Q

curve performance function as boundary condition.

Moreover, such a model has been subject to the V&V40 pipeline allowing to bound the

uncertainties in the simulation. The main facilitator for this has been the usage of a bench

experiment as a source of comparators. When comparing animal experiments with benchtop

experiments, the former have a larger inter-subject variability, lower reproducibility and lower

access to the QoI, while the latter provide a more reproducible and accessible set of compara-

tors. To ensure the solution procedure correctness, the numerical model was subjected to two

code verification tests that bounded the numerical error for an operating condition close to the

validation points. The two calculation verification tests executed, provided a measurement of

the uncertainty produced by the spatial discretisation. The local SA provided a graphical under-

standing of the model’s behaviour, while the global SA based on total Sobol indices highlighted

the most impactful input variables. This variable reduction brings the consequent reduction in

the UQ analysis computational cost. The six validation points swiped through three pump

speed velocities, two EF and two HR. The final use of the model is the application to the ramp

study [7]. The model predicted an operational pump speed range that allows obtaining aortic

valve opening and the desired total aortic flow. Moreover, the pump speed ranges predicted by

the model agrees by the ranges found in [7]. From an applicability perspective, the impact of

modeling and simulation is only achieved when credibility goals and resources align. While the

execution of a thorough VVUQ plan provides the final results high credibility, it is a time con-

suming and computationally expensive process. Achieving the highest scores in Table 3

requires not only rigorous testing of the simulation code but also a large number of experiment

executions. Given the ASME V&V 40 risk-based credibility assessment, the burden associated

with the highest scores is only required for high risk applications. Unfortunately, these applica-

tions are where the simulations will prove the most beneficial. Considering the level of effort

required to surpass the credibility threshold defined by the ASME V&V40 standard, it is argu-

able that the minimum credibility threshold for the computational models has been set up con-

siderably higher compared to the credibility requirements for benchtop experiments. However,

a detailed discussion on the costs and relative reliability of different models (clinical, animal,

bench, simulation) given current best practice for each, is out of the scope of this manuscript.

Historically, the regulatory entities have accepted bench experiments, animal experiments,

and human trials as sources of evidence for pre-market approval (PMA) applications [69]. The

advent of numerical models into biomedical devices design raises new questions, especially if

their use is intended to evaluate the device safety and effectiveness during the regulatory evalu-

ation. Even if widely accepted, bench experiments provide an insight into the device perfor-

mance for generally simplified geometries and under strictly controlled conditions. Despite

this, they allow evaluating the device in an environment similar to the usage conditions. Simi-

larly, animal experimentation has been a cornerstone of the regulatory system for decades.

Despite this, the translation of animal experiments to humans has been widely criticised
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[70–73] due to three main reasons: (1) the effects of the laboratory environment and other var-

iables on study outcomes, (2) disparities between animal models of disease and human dis-

eases, and (3) species differences in physiology and genetics [70]. While human clinical trials

provide the only true reflection of the device behaviour in the intended usage, they are con-

strained to tightly regulated ethical standards and small samples. As the research questions

become more sophisticated, it is becoming increasingly difficult to find trustworthy answers

with the limitations of the available sources of evidence [74]. Using numerical modelling as a

source of evidence opens a new door for the regulatory process with the promise of resolving

the multiple flaws [70–74] present in the classical approach. With such pledges, it is expected

that numerical models are subject to a tight credibility scrutiny. But, answering how much we

can trust simulations and in what portion they will be replacing bench and animal experi-

ments, or even human trials is something only history will tell.

Being the first iteration of the VVUQ plan, the results highlighted a number of items to be

improved in the future. On the bench experiment side, including multiple executions for each

validation point, would improve the validation metrics in the UQ, as the input variables could

be characterised with a probability distribution instead of a forced 10% experimental uncer-

tainty as done in the current manuscript. Given the hypotheses in this manuscript, we did not

tested the effect of the LV bag size and shape, although that would increase the application

range of the model. Also, retrieving multiple measurements of the H-Q curve of the LVAD for

the operating condition will also have a direct positive impact on the final validation metrics,

as we can conclude from the results in this work. The large uncertainty ranges in the H-Q

curves in this manuscript produce distributions in the QoIs. Using a lumped H-Q curve repre-

sentation for the LVAD behaviour may also have an impact on the results. While a quadratic

approximation of the pressure-flow relation in a pump is a common engineering practice, it is

still a simplification that may fall apart in complex use conditions. On the simulation side, the

pressure-driven porous layer is certainly affecting the LV vortical structures, as the valve geom-

etries shapes the LV flow patterns [23, 31, 32]. Adding valve geometries will improve the intra-

LV flow patterns in future applications where vortex quantification becomes critical. Also,

including the deterministic variables in the SA will increase the model credibility, necessary

for a higher credibility score in the model form factor. These improvements will not only

make a more accurate model, but also increase the scoring in the credibility factors. With these

improvements, the model could target riskier applications.

Supporting information

S1 Video. The video shows an example simulation for each validation point. The top row
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tion. The different columns are the results for 0k, 8k, 11k[rpm]. The surfaces are coloured by

velocity magnitude and the arrows show the flow direction.
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tion for each credibility factor and actions required on each item in the standard ASME
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fluid-electro-mechanical model of the human heart for supercomputers. International journal for numeri-

cal methods in biomedical engineering. 2018; 34(12):e3140. https://doi.org/10.1002/cnm.3140 PMID:

30117302

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 33 / 35

https://doi.org/10.1080/0309190042000193865
http://www.ncbi.nlm.nih.gov/pubmed/15204615
https://doi.org/10.1097/01.mat.0000201961.97981.e9
https://doi.org/10.1097/01.mat.0000201961.97981.e9
http://www.ncbi.nlm.nih.gov/pubmed/16557097
https://doi.org/10.1016/j.jbiomech.2015.11.049
http://www.ncbi.nlm.nih.gov/pubmed/26680013
https://doi.org/10.1097/MAT.0000000000000559
https://doi.org/10.1097/MAT.0000000000000559
http://www.ncbi.nlm.nih.gov/pubmed/28328554
https://doi.org/10.1097/MAT.0000000000000790
http://www.ncbi.nlm.nih.gov/pubmed/29613888
https://doi.org/10.1007/s13239-016-0261-2
http://www.ncbi.nlm.nih.gov/pubmed/27008972
https://doi.org/10.1007/s10439-019-02218-z
http://www.ncbi.nlm.nih.gov/pubmed/30725222
https://doi.org/10.1016/j.healun.2010.11.007
https://doi.org/10.1016/j.healun.2010.11.007
http://www.ncbi.nlm.nih.gov/pubmed/21256765
https://doi.org/10.1146/annurev.fluid.29.1.399
https://doi.org/10.1146/annurev.fluid.29.1.399
http://www.ncbi.nlm.nih.gov/pubmed/9212202
https://doi.org/10.1016/j.jfluidstructs.2020.103009
https://doi.org/10.1016/j.jfluidstructs.2020.103009
https://doi.org/10.1007/s00466-010-0487-z
https://doi.org/10.1007/s00466-010-0487-z
https://doi.org/10.1016/S0045-7825(00)00254-1
https://doi.org/10.1016/j.jcp.2009.05.019
https://doi.org/10.1016/j.jcp.2009.05.019
https://doi.org/10.1016/j.compfluid.2011.01.017
https://doi.org/10.1016/j.polymertesting.2017.01.011
https://doi.org/10.1002/cnm.3140
http://www.ncbi.nlm.nih.gov/pubmed/30117302
https://doi.org/10.1371/journal.pcbi.1010141


44. Adams BM, William J, Dalbey KR, Eddy JP, Eldred MS. DAKOTA, a multilevel parallel object-oriented

framework for design optimization, parameter estimation, uncertainty quantification, and sensitivity

analysis: version 5.0 user’s manual. Sandia National Laboratories, Tech Rep SAND2010-2183. 2009;.

45. Adams BM, Bohnhoff WJ, Dalbey KR, Ebeida MS, Eddy JP, Eldred MS, et al. White paper: Program-

ming according to the fences and gates model for developing assured, secure software systems.

Dakota, A Multilevel Parallel Object-Oriented Framework for Design Optimization, Parameter Estima-

tion, Uncertainty Quantification, and Sensitivity Analysis: Version 6.11 User’s Manual; 2019.

SAND2014-4633.

46. Morrison TM, Hariharan P, Funkhouser CM, Afshari P, Goodin M, Horner M. Assessing Computational

Model Credibility Using a Risk-Based Framework. ASAIO Journal. 2019. https://doi.org/10.1097/MAT.

0000000000000996 PMID: 30973403

47. Trucano TG, Swiler LP, Igusa T, Oberkampf WL, Pilch M. Calibration, validation, and sensitivity analy-

sis: What’s what. Reliability Engineering & System Safety. 2006; 91(10-11):1331–1357. https://doi.org/

10.1016/j.ress.2005.11.031

48. Pearson K. VII. Note on regression and inheritance in the case of two parents. proceedings of the royal

society of London. 1895; 58(347-352):240–242. https://doi.org/10.1098/rspl.1895.0041

49. Sobol IM. Global sensitivity indices for nonlinear mathematical models and their Monte Carlo estimates.

Mathematics and computers in simulation. 2001; 55(1-3):271–280. https://doi.org/10.1016/S0378-4754

(00)00270-6

50. Najm HN. Uncertainty quantification and polynomial chaos techniques in computational fluid dynamics.

Annual review of fluid mechanics. 2009; 41:35–52. https://doi.org/10.1146/annurev.fluid.010908.

165248

51. Pearson ES. The test of significance for the correlation coefficient. Journal of the American Statistical

Association. 1931; 26(174):128–134. https://doi.org/10.1080/01621459.1931.10503208

52. Voyles IT, Roy CJ. Evaluation of model validation techniques in the presence of aleatory and epistemic

input uncertainties. In: 17th AIAA Non-Deterministic Approaches Conference; 2015. p. 1374.

53. Roache PJ. Code verification by the method of manufactured solutions. J Fluids Eng. 2002; 124(1):4–

10. https://doi.org/10.1115/1.1436090

54. Houzeaux G, Artigues T. Parallel Mesh Partitioning in Alya. Partnership for Advanced Computing in

Europe (PRACE); 2016.

55. Pathmanathan P, Gray RA, Romero VJ, Morrison TM. Applicability analysis of validation evidence for

biomedical computational models. Journal of Verification, Validation and Uncertainty Quantification.

2017; 2(2). https://doi.org/10.1115/1.4037671

56. Levrero-Florencio F, Margara F, Zacur E, Bueno-Orovio A, Wang Z, Santiago A, et al. Sensitivity analy-

sis of a strongly-coupled human-based electromechanical cardiac model: Effect of mechanical parame-

ters on physiologically relevant biomarkers. Computer methods in applied mechanics and engineering.

2020; 361:112762. https://doi.org/10.1016/j.cma.2019.112762 PMID: 32565583

57. Aguado-Sierra J, Butakoff C, Brigham R, Baron A, Houzeaux G, Guerra JM, et al. In-silico clinical trial

using high performance computational modeling of a virtual human cardiac population to assess drug-

induced arrhythmic risk. medRxiv. 2021;.

58. Pathmanathan P, Cordeiro JM, Gray RA. Comprehensive uncertainty quantification and sensitivity

analysis for cardiac action potential models. Frontiers in physiology. 2019; 10:721. https://doi.org/10.

3389/fphys.2019.00721 PMID: 31297060

59. Tolpen S, Janmaat J, Reider C, Kallel F, Farrar D, May-Newman K. Programmed speed reduction

enables aortic valve opening and increased pulsatility in the LVAD-assisted heart. Asaio Journal. 2015;

61(5):540–547. https://doi.org/10.1097/MAT.0000000000000241 PMID: 25961849

60. Mudd JO, Cuda JD, Halushka M, Soderlund KA, Conte JV, Russell SD. Fusion of aortic valve commis-

sures in patients supported by a continuous axial flow left ventricular assist device. The Journal of heart

and lung transplantation. 2008; 27(12):1269–1274. https://doi.org/10.1016/j.healun.2008.05.029 PMID:

19059105

61. Gewillig M, Brown SC, Eyskens B, Heying R, Ganame J, Budts W, et al. The Fontan circulation: who

controls cardiac output? Interactive cardiovascular and thoracic surgery. 2010; 10(3):428–433. https://

doi.org/10.1510/icvts.2009.218594 PMID: 19995891

62. Vincent JL. Understanding cardiac output. Critical care. 2008; 12(4):1–3. https://doi.org/10.1186/

cc6975 PMID: 18771592

63. Saks V, Dzeja P, Schlattner U, Vendelin M, Terzic A, Wallimann T. Cardiac system bioenergetics: meta-

bolic basis of the Frank-Starling law. The Journal of physiology. 2006; 571(2):253–273. https://doi.org/

10.1113/jphysiol.2005.101444 PMID: 16410283

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 34 / 35

https://doi.org/10.1097/MAT.0000000000000996
https://doi.org/10.1097/MAT.0000000000000996
http://www.ncbi.nlm.nih.gov/pubmed/30973403
https://doi.org/10.1016/j.ress.2005.11.031
https://doi.org/10.1016/j.ress.2005.11.031
https://doi.org/10.1098/rspl.1895.0041
https://doi.org/10.1016/S0378-4754(00)00270-6
https://doi.org/10.1016/S0378-4754(00)00270-6
https://doi.org/10.1146/annurev.fluid.010908.165248
https://doi.org/10.1146/annurev.fluid.010908.165248
https://doi.org/10.1080/01621459.1931.10503208
https://doi.org/10.1115/1.1436090
https://doi.org/10.1115/1.4037671
https://doi.org/10.1016/j.cma.2019.112762
http://www.ncbi.nlm.nih.gov/pubmed/32565583
https://doi.org/10.3389/fphys.2019.00721
https://doi.org/10.3389/fphys.2019.00721
http://www.ncbi.nlm.nih.gov/pubmed/31297060
https://doi.org/10.1097/MAT.0000000000000241
http://www.ncbi.nlm.nih.gov/pubmed/25961849
https://doi.org/10.1016/j.healun.2008.05.029
http://www.ncbi.nlm.nih.gov/pubmed/19059105
https://doi.org/10.1510/icvts.2009.218594
https://doi.org/10.1510/icvts.2009.218594
http://www.ncbi.nlm.nih.gov/pubmed/19995891
https://doi.org/10.1186/cc6975
https://doi.org/10.1186/cc6975
http://www.ncbi.nlm.nih.gov/pubmed/18771592
https://doi.org/10.1113/jphysiol.2005.101444
https://doi.org/10.1113/jphysiol.2005.101444
http://www.ncbi.nlm.nih.gov/pubmed/16410283
https://doi.org/10.1371/journal.pcbi.1010141


64. Kaizer J. Progress Toward a Complete Set of Errors for Modeling and Simulation. Journal of Verifica-

tion, Validation and Uncertainty Quantification. 2020; 5(3). https://doi.org/10.1115/1.4048311

65. Campos J, Sundnes J, Dos Santos R, Rocha B. Uncertainty quantification and sensitivity analysis of left

ventricular function during the full cardiac cycle. Philosophical Transactions of the Royal Society A.

2020; 378(2173):20190381. https://doi.org/10.1098/rsta.2019.0381 PMID: 32448074

66. Bulla JM, Emerson A. Selection of a Unified European Application Benchmark Suite. Partnership for

Advanced Computing in Europe (PRACE); 2019.

67. Rodriguez J. Performance Analysis of Alya on a Tier-0 Machine using Extrae. Partnership for Advanced

Computing in Europe (PRACE); 2019.

68. Parvinian B, Pathmanathan P, Daluwatte C, Yaghouby F, Gray RA, Weininger S, et al. Credibility evi-

dence for computational patient models used in the development of physiological closed-loop controlled

devices for critical care medicine. Frontiers in physiology. 2019; 10:220. https://doi.org/10.3389/fphys.

2019.00220 PMID: 30971934

69. U S Code of Federal Regulations. §21CFR814.20: Part 814—Premarket Approval of Medical Devices;

2021.

70. Akhtar A. The flaws and human harms of animal experimentation. Cambridge Quarterly of Healthcare

Ethics. 2015; 24(4):407–419. https://doi.org/10.1017/S0963180115000079 PMID: 26364776

71. Monamy V. Animal experimentation: A guide to the issues. Cambridge University Press; 2017.

72. Van Norman GA. Limitations of animal studies for predicting toxicity in clinical trials: is it time to rethink

our current approach? JACC: Basic to Translational Science. 2019; 4(7):845–854. https://doi.org/10.

1016/j.jacbts.2019.10.008 PMID: 31998852

73. Perel P, Roberts I, Sena E, Wheble P, Briscoe C, Sandercock P, et al. Comparison of treatment effects

between animal experiments and clinical trials: systematic review. Bmj. 2007; 334(7586):197. https://

doi.org/10.1136/bmj.39048.407928.BE PMID: 17175568

74. Nardini C. The ethics of clinical trials. cancer medical science. 2014; 8. https://doi.org/10.3332/ecancer.

2014.387 PMID: 24482672

PLOS COMPUTATIONAL BIOLOGY Design and execution of a VVUQ plan for a simulation of the LV after LVAD implantation

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010141 June 13, 2022 35 / 35

https://doi.org/10.1115/1.4048311
https://doi.org/10.1098/rsta.2019.0381
http://www.ncbi.nlm.nih.gov/pubmed/32448074
https://doi.org/10.3389/fphys.2019.00220
https://doi.org/10.3389/fphys.2019.00220
http://www.ncbi.nlm.nih.gov/pubmed/30971934
https://doi.org/10.1017/S0963180115000079
http://www.ncbi.nlm.nih.gov/pubmed/26364776
https://doi.org/10.1016/j.jacbts.2019.10.008
https://doi.org/10.1016/j.jacbts.2019.10.008
http://www.ncbi.nlm.nih.gov/pubmed/31998852
https://doi.org/10.1136/bmj.39048.407928.BE
https://doi.org/10.1136/bmj.39048.407928.BE
http://www.ncbi.nlm.nih.gov/pubmed/17175568
https://doi.org/10.3332/ecancer.2014.387
https://doi.org/10.3332/ecancer.2014.387
http://www.ncbi.nlm.nih.gov/pubmed/24482672
https://doi.org/10.1371/journal.pcbi.1010141

