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As firms increasingly depend on artificial intelligence to evaluate people across various contexts 
(e.g., job interviews, performance reviews), research has explored the specific impact of algorithmic 
evaluations in the workplace. In particular, the extant body of work focuses on the possibility that 
employees may perceive biases from algorithmic evaluations. We show that although perceptions 
of biases are indeed a notable outcome of AI-driven assessments (vs. those performed by humans), 
a crucial risk inherent in algorithmic evaluations is that individuals perceive them as lacking respect 
and dignity. Specifically, we find that the effect of algorithmic (vs. human) evaluations on perceptions 
of disrespectful treatment (a) remains significant while controlling for perceived biases (but not vice 
versa), (b) is significant even when the effect on perceived biases is not, and (c) is larger in size than 
the effect on perceived biases. The effect of algorithmic evaluations on disrespectful treatment is 
explained by perceptions that individuals’ detailed characteristics are not properly considered during 
the evaluation process conducted by AI.
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As the utilization of artificial intelligence (AI) is extended to the domains that have been traditionally reserved for 
human efforts, firms are continuously expanding their investments on AI, particularly with the focus of using it 
to aid their managerial decisions and evaluations1,2. One of the reasons for this trend is that firms consume large 
amounts of digitized data about their employees. If sense can be made of those data by means of algorithm-driven 
systems, organizations can gain a competitive edge by making more accurate evaluation and thus promoting its 
overall efficiency3. Firms are in fact using algorithms to evaluate which employees to promote4and which people 
to recruit5. Given that algorithms can sometimes make superior judgments than those made by human experts6, 
it is no surprise that firms are increasingly relying on AI to optimize organizational evaluations7.

On the other hand, research has also identified risks tied to the incorporation of algorithms into the 
workplace. One significant concern is that, as AI is used for managerial decision making, the ones affected by 
those decisions (e.g., employees) may question whether they are being evaluated in a fair, unbiased manner8,9. 
Relevant examples abound, such as Amazon’s algorithmic recruitment efforts, where candidates were ranked 
in a gender-biased manner, and the case in the United Kingdom, where algorithms intended to reduce grading 
biases instead ended up penalizing students from poorer schools or neighborhoods10. Research has found that 
employees can actually perceive biases involved in decisions and evaluations generated by AI11,12.

Although this line of research has shown that algorithmic evaluations (i.e., evaluations conducted by AI) 
are viewed as problematic because they seem biased, we focus on a related but distinct type of risk rooted in 
AI-driven evaluations: people perceive algorithmic evaluations as lacking respect13,14. We formulate and test 
the argument that individuals evaluated by AI, as opposed to human evaluators, perceive the treatment as 
disrespectful. More importantly, we present evidence suggesting that perceptions of disrespectful treatment may 
constitute a more essential risk embedded in algorithmic evaluations than perceived biases.

Perceptions of respectful treatment hold significance because not only they are differentiated from perceptions 
of unbiasedness but they present distinct challenges to important workplace outcomes13,14. In fact, research has 
found that perceptions of disrespect can determine employees’ social behaviors toward coworkers over and 
above the experience of biases15. Moreover, those behaviors shaped by the perceived lack of respectful treatment 
are also the ones that determine the overall tone of interpersonal dynamics in the workplace, which eventually 
contribute to the organizational bottom lines16.

Existing evidence indicates that perceptions of respectful treatment may indeed suffer under algorithm-driven 
evaluations and decisions. For example, Binn and colleagues17provided qualitative evidence on perceptions of 
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indignity as a potential consequence of algorithmic decisions. More recently, Bankins and colleagues18offered 
quantitative data showing how algorithmic (vs. human) decisions resulted in lower perceptions of respectful 
treatment. These findings can be explained by at least two interrelated patterns. First, people tend to draw a 
line between humans and non-human entities, including computers and algorithms19,20. Believing that human 
intricacies take humans to correctly appraise, people are likely to judge that AI would fail in understanding their 
true characteristics21,22. Second, people may worry that the details of their individual profiles are suppressed 
during algorithmic evaluations, which are often believed to focus on developing models that explain overall 
patterns rather than discerning the specific features of each case23. As a result, they may fear that important 
aspects of their profiles are overlooked in these evaluations. Based on these reactions, people may conclude that 
their individual characteristics are not properly considered in algorithmic evaluations. Because individualized 
consideration is a key indicator of respect in organizations24–26, algorithmic evaluations may result in lower 
levels of respectful treatment compared to human evaluations.

Juxtaposing the perspectives on how algorithmic evaluations may lead to perceived disrespect and bias, we 
posit that perceptions of disrespect represent a more fundamental reaction to algorithmic (vs. human) evaluations 
than perceptions of bias. Specifically, when people receive evaluations conducted by AI and experience a lack of 
individualized consideration, they may see this as a stronger indication of disrespect and indignity than of bias 
and discrimination. Along with realizing that their individual characteristics might not be adequately considered, 
people undergoing algorithmic evaluations may also recognize that the same processes are applied to others. 
Believing that algorithms are used to detect patterns across large datasets and apply these patterns universally, 
they may suspect that the same algorithms have been used to evaluate everyone, including themselves. Given 
this belief, individuals may not necessarily develop strong perceptions of bias and discrimination, as they do 
not feel singled out during the evaluation process. Although perceptions of disrespectful treatment driven by 
algorithmic evaluations may have a downstream consequence of inducing perceptions of bias, this effect may 
diminish once disrespect is accounted for. In contrast, perceptions of disrespect may persist even when biases are 
addressed. People can perceive disrespect even when they encounter evaluation processes that seem unbiased. 
Even if algorithms advance to better address potential biases compared to human evaluators27,28, they may still 
be seen as non-human evaluators assessing numerous targets simultaneously. As a result, individuals evaluated 
by AI are likely to feel a lack of individualized consideration, leading to perceptions of disrespectful treatment. 
We empirically test these predictions in the context of work organizations.

Plan of study
We present four studies that examine the effect of algorithmic evaluations (vs. human evaluations) on people’s 
perceptions of respectful treatment and unbiasedness. In Studies 1 and 2, we survey people’s actual experiences of 
being evaluated by AI versus human evaluators during job interviews. In subsequent studies, we ask participants 
to imagine being evaluated by an AI evaluator versus a human evaluator. In Study 3, we describe performance 
reviews conducted by AI or a human manager, and participants imagine that the recipient is either themselves or 
a third-party employee. In Study 4, we incorporate perceptions of individualized consideration as the underlying 
process that explains the effect of algorithmic evaluations on perceptions of respectful treatment.

As described below, although we draw on Colquitt’s14 scales that have been found to capture participants’ 
perceptions of respectful treatment and unbiasedness, our supplemental analyses using the most representative 
item for respectful treatment and unbiasedness (e.g., “The evaluation treats me with respect” and “The evaluation 
is free of bias,” respectively) produced results that are identical in terms of statistical significance to the results 
reported below. We use a 1 “not at all” to 5 “very much” scale for all our dependent variables in all our studies. 
Raw data, computer codes, and study materials for the present research can be found on the following webpage: 
https://osf.io/568cn.

Methods
Study 1
In Study 1, we examined the effect of algorithmic evaluations on perceptions of respectful treatment and 
unbiasedness in the context of job interviews. We surveyed people’s experience of being evaluated by AI versus 
human interviewers. Considering that job interviews with human interviewers often involve in-person meetings 
where interpersonal exchanges (e.g., handshakes) could significantly influence job candidates’ experiences29, we 
focused on human interviews conducted via Zoom (the online communication application). To collect data on 
participants’ recent experience, we only recruited those with relevant job interviews during the past 12 months.

In addition, we considered that algorithmic versus human evaluations may be different from each other in 
other features including the duration of the interview, whether the interview was for a permanent or a temporary 
job, the outcome of the interview, the stage of the interviews in which participants experienced algorithmic (vs. 
human) evaluations, and the projected salaries of the job. We thus measured these differences and used them as 
control variables.

Sample. We recruited American participants with an experience of having a job interview where they were 
evaluated by (a) either an AI interviewer (i.e., algorithmic evaluations) (b) or a human interviewer (i.e., human 
evaluations) via Zoom. The recruitment for these two groups of participants occurred on the same date and 
was done on Prolific, an online platform supporting academic research3031. We ensured that no individual 
participated in both surveys. We received responses from 98 to 99 participants in the algorithmic and human 
evaluation conditions, respectively (nalgorithmic = 98, nhuman = 99).

Procedures. Participants first provided information about the control variables discussed above (e.g., duration 
of the interactions). Participants then reported perceptions of respectful treatment and unbiasedness. We drew 
on Colquitt’s14 three items to measure respectful treatment (e.g., “The interview treated me with respect”) and 
three items to measure unbiasedness (e.g., “The interview was free of bias).

Scientific Reports |        (2024) 14:25996 2| https://doi.org/10.1038/s41598-024-76320-1

www.nature.com/scientificreports/

https://osf.io/568cn
http://www.nature.com/scientificreports


Results. The descriptive statistics and intercorrelations can be found in Table 1. Participants reported that 
algorithmic and human evaluations were different from each other in terms of the duration of the interactions: 
participants reported that interactions with AI interviewers were shorter than those with human interviewers, 
p < 0.001. In addition, more participants reported that they received a job offer after the interview involving 
algorithmic evaluations than human evaluations, p < 0.001. There was no significant difference between 
algorithmic and human evaluations in the stage of job interviews they were used, p = 0.184. Finally, algorithmic 
evaluations were used for higher-paying (not lower-paying) jobs than human evaluations, p = 0.027. As described 
below, we accounted for all these features in our analyses.

As can be found in Table 2, the OLS regression showed that participants perceived lower levels of respectful 
treatment from algorithmic evaluations (M = 3.91, SD = 0.89) than human evaluations (M = 4.61, SD = 0.57), 
Cohen’s d = − 0.85, t = -6.56, p < 0.001 (M1). They also perceived lower levels of unbiasedness from algorithmic 
evaluations (M = 3.88, SD = 0.88) than human evaluations (M = 4.39, SD = 0.64), Cohen’s d = − 0.63, t = -4.61, 
p < 0.001 (M3). In addition, the effects of algorithmic versus human evaluations on respectful treatment and 
unbiasedness remained statistically significant when control variables were included in the models (M2 and 
M4).

More importantly, we examined whether the negative effect of algorithmic (vs. human) evaluations on 
respectful treatment remained significant controlling for unbiasedness and vice versa. The effect on respectful 
treatment remained significant controlling for unbiasedness, t = -4.44, p < 0.001. In contrast, the effect on 
unbiasedness became nonsignificant controlling for respectful treatment, t = − 0.23, p = 0.819.

These findings suggest that job candidates perceived lower levels of respectful treatment and unbiasedness 
from algorithmic evaluations than human evaluations, and these differences existed over and above other 
important features including whether they received a job offer after the interview. Moreover, we found that the 
negative effect of algorithmic (vs. human) evaluations on perceptions of respectful treatment remained significant 
when perceptions of unbiasedness were accounted for. In contrast, the effect on perceived unbiasedness became 
nonsignificant when taking into account perceptions of respectful treatment.

Study 2
In Study 1, we compared the effect of algorithmic versus human evaluations while controlling for other important 
features of the interviews. However, we could not eliminate the possibilities that there may have been some 
other differences between the two types of evaluations that could have influenced job candidates’ experiences. 
For example, although we controlled whether participants received a job offer after the interview, participants 
might have accepted the offer less frequently after an interview with algorithmic (vs. human) evaluations, which 

Variables

Respectful treatment Unbiasedness

Model 1 Model 2 Model 3 Model 4

Algorithmic evaluations − 0.80 (0.12)* − 0.62 (0.13)* − 0.51 (0.11)* − 0.43 (0.12)*

Permanent 0.13 (0.13) 0.13 (0.12)

Job offer 0.50 (0.13)* 0.37 (0.12)*

Duration of interactions 0.03 (0.08) − 0.12 (0.08)

Stage: Middle (vs. 
initial) − 0.14 (0.13) − 0.05 (0.12)

Stage: Final (vs. initial) − 0.09 (0.19) 0.05 (0.18)

Salary − 0.03 (0.03) − 0.01 (0.03)

R2 0.19* 0.27* 0.10* 0.16*

Table 2.  OLS regression analyses on perceptions of respectful treatment and unbiasedness (study 1).  n = 199. 
Values in parentheses are standard errors. *p < 0.05.

 

Variables M SD α 1 2 3 4 5 6 7

1. Algorithmic (1) vs. human (0) 0.50 0.50 – –

2. Permanent (1) vs. temporary (0) 0.54 0.50 – − 0.14 –

3. Job offer (1) vs. no job offer (0) 0.50 0.50 – − 0.29 − 0.21 –

4. Duration of interactions 2.18 0.80 – − 0.27 0.28 0.11 –

5. Stage: Middle (1) vs. initial (0) 0.35 0.48 – − 0.08 0.05 − 0.09 0.20 –

6. Stage: Last (1) vs. initial (0) 0.12 0.32 – − 0.08 − 0.01 0.20 0.21 − 0.26 –

7. Salary 2.93 2.13 – 0.16 0.40 − 0.26 0.29 0.18 − 0.05 –

8. Respectful treatment 4.20 0.92 0.92 − 0.44 0.03 0.38 0.12 − 0.07 0.08 − 0.18 –

9. Unbiasedness 4.14 0.81 0.85 − 0.31 0.02 0.29 − 0.02 − 0.06 0.07 − 0.15 0.74

Table 1.  Descriptive statistics, reliability estimates, and intercorrelations (study 1). n = 197. |r|s > 0.14 are 
significant at 0.05 level.
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could have had further downstream consequences on participants’ beliefs regarding the evaluation processes. To 
address this concern, in Study 2 we recruited people who experienced both algorithmic and human evaluations 
in a given job interview. We then randomly assigned participants to the algorithmic evaluation or the human 
evaluation condition by asking participants to recall the corresponding elements that they experienced during 
the interview.

Sample. We received responses from 197 American participants who had a job interview involving both AI 
and human evaluators on Prolific. Two of them later described that they did not have an AI evaluator, thus being 
excluded from the sample (which did not affect the statistical significance of the findings).

Procedures. Participants first provided information regarding the control variables used in Study 1 (except 
for the stage of the job interview, which did not significantly differ in Study 1). In addition, participants also 
reported how long ago the interview had taken place and whether they were still working for the company.

We then manipulated the salience of algorithmic versus human evaluations. In the [algorithmic evaluation 
vs. human evaluation] condition, we asked participants to describe the evaluation processes with the [AI vs. 
human] evaluators in terms of the questions the evaluators asked, the answers they offered, and the feelings they 
experienced during the evaluation processes. Participants then reported perceptions of respectful treatment and 
unbiasedness, using the same items as Study 1.

Results. The descriptive statistics and intercorrelations can be found in Table  3. Participants in the 
algorithmic vs. human evaluation conditions provided similar responses regarding all control variables except 
for the duration of interactions that demonstrated a marginal difference between the two conditions, p = 0.059 
(algorithmic evaluations being shorter than human evaluations.

As can be found in Table  4, participants perceived lower levels of respectful treatment from algorithmic 
evaluations (M = 3.80, SD = 0.86) than human evaluations (M = 4.30, SD = 0.69), Cohen’s d = − 0.61, t = -4.45, 
p < 0.001 (M1). A similar difference was found for perceived unbiasedness of algorithmic evaluations (M = 3.68, 
SD = 0.95) and human evaluations (M = 3.96, SD = 0.76), Cohen’s d = − 0.32, t = -2.28, p = 0.024 (M3). We found 
that the effect of algorithmic versus human evaluations existed over and above control variables (M2 and M4).

Moreover, we found the negative effect of algorithmic (vs. human) evaluations on perceptions of respectful 
treatment controlling for perceptions of unbiasedness (t = -3.79, p < 0.001). In contrast, when respectful treatment 
was controlled for, the effect of algorithmic versus human evaluations on unbiasedness became nonsignificant 
(t = − 0.17, p = 0.864). These results replicated and extended the findings from Study 1 by demonstrating the 
effect of algorithmic evaluations on perceptions of respectful treatment using random assignment.

Study 3
In Study 3, we investigated another important context of workplace evaluations: performance reviews. We tested 
the effect of a performance report generated by AI versus human evaluators. We also sought to examine whether 
the reaction to algorithmic versus human evaluations was an egocentric phenomenon that only applies to a 
situation where the recipient was the self, or it was a general process that emerged even when people observed 
another person receiving the evaluations32. To achieve this goal, we used vignettes and asked participants to 

Variables

Respectful treatment Unbiasedness

Model 1 Model 2 Model 3 Model 4

Algorithmic evaluations − 0.57 (0.13)* − 0.57 (0.12)* − 0.28 (0.12)* − 0.30 (0.12)*

Permanent − 0.08 (0.13) 0.08 (0.13)

Job offer 0.46 (0.15)* 0.45 (0.15)*

Working 0.22 (0.18) 0.33 (0.18)

Duration of interactions − 0.02 (0.07) − 0.07 (0.07)

R2 0.10* 0.20* 0.03* 0.17*

Table 4.  OLS regression analyses on perceptions of respectful treatment and unbiasedness (study 2).  n = 195. 
Values in parentheses are standard errors. *p < 0.05.

 

Variables M SD α 1 2 3 4 5 6

1. Algorithmic (1) vs. human (0) 0.48 0.50 – –

2. Permanent (1) vs. temporary (0) 0.55 0.50 – 0.02 –

3. Job offer (1) vs. no job offer (0) 0.43 0.50 – − 0.04 0.06 –

4. Working (1) vs. not working (0) 0.22 0.42 – 0.06 0.18 0.59 –

5. Duration of interactions 2.33 0.90 – − 0.14 0.35 0.15 0.11 –

6. Respectful treatment 3.96 0.92 0.88 − 0.31 − 0.02 0.31 0.22 0.06 –

7. Unbiasedness 3.83 0.87 0.84 − 0.16 0.06 0.35 0.30 0.03 0.57

Table 3.  Descriptive statistics, reliability estimates, and intercorrelations (study 2). n = 195. |r|s > 0.14 are 
significant at 0.05 level.
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imagine situations where either they or a third-party was on the receiving end of algorithmic versus human 
evaluations.

Sample. We received responses from 403 American participants on Prolific (nalgorithmic|self = 102, nhuman|self = 
101, nalgorithmic|third-party = 99, nhuman|third-party = 101).

Procedures. This study had a 2 (evaluation: algorithmic vs. human) × 2 (recipient: self vs. third party) factorial 
design, and participants were randomly assigned to one of the four vignettes. In the self condition, the vignette 
asked participants to imagine that they were an employee of a large investment bank in the United States. It 
described that they just received a performance report for the previous quarter as part of the formal evaluation 
procedures. In the algorithmic versus human evaluation conditions, participants imagined that the performance 
report was created by an algorithm versus a human manager supervising their work. The description in the 
third-party condition was identical to the self condition, except that the participants in the third-party condition 
were asked to imagine that an employee named Jason was working at the bank and received the performance 
report (created by an algorithm vs. a human manager).

Based on these descriptions, participants reported their perceptions of respectful treatment and unbiasedness. 
Similar to Studies 1 and 2, we adapted Colquitt’s three items14 to measure perceptions of respectful treatment 
and unbiasedness.

Results. The descriptive statistics and intercorrelations can be found in Table 5, and the mean perceptions 
of respectful treatment and unbiasedness from each experimental condition can be found in Table 6. We first 
examined perceptions of respectful treatment and unbiasedness using 2 × 2 ANOVAs. Participants perceived 
lower levels of respectful treatment from algorithmic evaluations (M = 2.59, SD = 1.06) than human evaluations 
(M = 3.53, SD = 1.03), Cohen’s d = − 0.82, F(1, 399) = 83.82, p < 0.001. Algorithmic evaluations also led to lower 
perceptions of unbiasedness (M = 3.23, SD = 0.84) than human evaluations (M = 3.48, SD = 0.85), Cohen’s 
d = − 0.29, F(1, 399) = 9.12, p = 0.003.

While there was also a significant main effect of the recipient on perceptions of respectful treatment 
(perceiving less respectful treatment when the recipient was a third party, p = 0.003; the recipient did not have 
a significant effect on perceptions of unbiasedness, p = 0.493), there were no significant interactions between 
evaluations and the recipient predicting perceptions of respectful treatment and unbiasedness, ps > 0.849. This 
pattern indicated that the effects of algorithmic versus human evaluations generalized regardless of whether the 
recipient was the self or a third party.

The negative effect of algorithmic (vs. human) evaluations on perceptions of respectful treatment remained 
significant controlling for unbiasedness, t = -9.25, p < 0.001. In contrast, controlling for respectful treatment, the 
effect of algorithmic (vs. human) evaluations on unbiasedness became positive and significant, t = 3.45, p < 0.001.

In this study, we found that algorithmic evaluations evoked lower perceptions of respectful treatment 
than human evaluations in performance reviews of work organizations. This effect was observed regardless of 
whether the recipient was the self or a third party, indicating that the effect of algorithmic evaluations did not 
emerge as an egocentric phenomenon32. In addition, in contrast to the negative effect of algorithmic (vs. human) 
evaluations on respectful treatment that remained significant when controlling for unbiasedness, the negative 
effect of algorithmic (vs. human) evaluations on unbiasedness disappeared when controlling for respectful 
treatment—it even went the opposite direction. These patterns hint at the possibility that when respectful 
treatment is accounted for, algorithmic evaluations’ effect on perceived unbiasedness may become less robust.

Study 4
In this study, we incorporated perceptions of receiving individualized consideration and examined its effect as 
the underlying process explaining the effect of algorithmic evaluations on perceptions of respectful treatment. 
In addition, we attempted to address the possibility that participants in the human evaluation condition might 

Recipient

Respectful treatment Unbiasedness

Algorithmic evaluations Human evaluations Algorithmic evaluations Human evaluations

Self 2.73 (1.03) 3.71 (1.03) 3.25 (0.83) 3.53 (0.83)

Third-party 2.44 (1.07) 3.36 (1.01) 3.20 (0.86) 3.43 (0.87)

Overall 2.59 (1.06) 3.54 (1.03) 3.23 (0.84) 3.48 (0.85)

Table 6.  Perceptions of respectful treatment and unbiasedness (study 3).  n = 403. Values in parentheses are 
standard deviations.

 

Variables M SD α 1 2 3

1. Algorithmic (1) vs. human (0) 0.50 0.50 – –

2. Self (1) vs. third-party (0) 0.51 0.50 -- 0.00 –

3. Respectful treatment 3.06 1.15 0.96 − 0.41 0.14 –

4. Unbiasedness 3.35 0.85 0.68 − 0.15 0.04 0.65

Table 5.  Descriptive statistics, reliability estimates, and intercorrelations (study 3).  n = 403. |r|s > 0.10 are 
significant at 0.05 level.

 

Scientific Reports |        (2024) 14:25996 5| https://doi.org/10.1038/s41598-024-76320-1

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


infer that they were evaluated by a manager with whom they shared a trusting and supportive relationship. To do 
so, we created vignettes in which participants in the human evaluation condition imagined that their evaluation 
came from not their direct supervisor but instead a senior manager in charge of performance management.

Sample. We received responses from 198 American participants on Connect, an online platform that 
supports data collection for academic research (nalgorithmic = 102, nhuman = 96).

Procedures. Participants were given vignettes describing performance reviews. All vignettes asked 
participants to imagine working at a medium-sized insurance company in the United States. The vignettes 
described that every employee’s performance profile was evaluated within the same company-wide pool. 
Participants were randomly assigned to either the algorithmic or human evaluation condition. Those in the 
algorithmic versus human evaluation conditions were informed that the evaluation was done by AI versus a 
senior VP of Performance Management.

Based on the descriptions, participants reported their perceptions of respectful treatment and unbiasedness 
using the items adapted from Colquitt14. Participants also answered three items that captured their perceptions 
of receiving individualized consideration during the evaluation process (e.g., “The evaluation appropriately 
considers my individual characteristics”)26.

Results. The descriptive statistics and intercorrelations can be found in Table  7. Participants perceived 
lower levels of respectful treatment from algorithmic evaluations (M = 3.04, SD = 1.31) than human evaluations 
(M = 3.49, SD = 1.05), Cohen’s d = − 0.37, t = -2.68, p = 0.008. In contrast, there was no significant difference 
in perceptions of unbiasedness between algorithmic evaluations (M = 3.27, SD = 1.30) and human evaluations 
(M = 3.51, SD = 0.96), Cohen’s d = − 0.21, t = -1.47, p = 0.142.

The negative effect of algorithmic (vs. human) evaluations on perceptions of respectful treatment remained 
significant when controlling for perceived unbiasedness, t = -2.49, p = 0.014. The effect on perceived unbiasedness 
was nonsignificant when controlling for perceptions of respectful treatment, t = 1.15, p = 0.253.

Participants also reported lower perceptions of receiving individualized consideration from algorithmic 
evaluations (M = 2.74, SD = 1.21) than human evaluations (M = 3.23, SD = 1.20), Cohen’s d = − 0.40, t = 
-2.87, p= 0.005. To test whether perceptions of receiving individualized consideration explained the effect of 
algorithmic (vs. human) evaluations on perceptions of respectful treatment, we estimated its indirect effect using 
a quasi-Bayesian approximation with 5,000 Monte-Carlo draws33. The indirect effect was statistically significant, 
point estimate = − 0.32, 95% CI = [-0.561, − 0.087].

Algorithmic evaluations led to lower perceptions of respectful treatment than human evaluations, even when 
the human evaluations were conducted by a senior manager in charge of performance management instead 
of employees’ direct supervisor. In contrast, the difference between algorithmic and human evaluations in 
perceived biases was nonsignificant. Finally, perceptions of receiving individualized consideration during the 
evaluation process provided insights regarding the underlying process that explained the effect of algorithmic 
evaluations on perceptions of respectful treatment.

Discussion
In the present research, we reveal the centrality of perceived disrespect in understanding people’s reactions to 
algorithmic evaluations in the workplace. Our empirical evidence showed that perceptions of receiving respectful 
treatment were a key element that was damaged by receiving algorithmic evaluations in work organizations13–15. 
While perceptions of unbiased evaluations were also harmed when people were evaluated by AI versus human 
evaluators, reactions to algorithmic evaluations were demonstrated in a more significant and consistent manner 
in the domain of respect and dignity. Specifically, the detrimental effect of algorithmic (vs. human) evaluations 
on perceptions of respectful treatment was significant (a) when controlling for perceived unbiasedness (but not 
vice versa) and (b) even when the effect on perceived unbiasedness was nonsignificant.

As an additional step to assess the overall effects of algorithmic evaluations on perceptions of respectful 
treatment and unbiasedness, we ran a meta-analysis on our findings from Studies 1 to 4 (using a fixed-effect 
model given the internal consistency of our study designs and samples). The results demonstrated that the 
effect of algorithmic evaluations on respectful treatment (-0.75) was larger than unbiasedness (-0.35), and 
their 95% confidence intervals did not overlap with each other ([-0.88, − 0.62] vs. [-0.48, − 0.23]). Again, this 
evidence suggests that the perceptions of respect were more prone to be harmed by algorithmic evaluations than 
perceptions of unbiased evaluations. The results from the meta-analysis are depicted in Fig. 1.

Before discussing the implications of our findings, it should be noted that we do not argue that the effect of 
algorithmic evaluations on perceptions of biases and discrimination is unimportant. In Studies 1 to 3, we did 
find that algorithmic evaluations produced lower perceptions of unbiasedness than human evaluations. Given 
the risks driven by perceived biases in organizations, the effect of algorithmic evaluations on the inferences 
of biases should be properly recognized27,34. That said, our findings consistently showed that perceptions of 

Variables M SD α 1 2 3

1. Algorithmic (1) vs. human (0) 0.52 0.50 – –

2. Respectful treatment 3.26 1.21 0.96 − 0.19 –

3. Unbiasedness 3.38 1.15 0.92 − 0.10 0.81 –

4. Individualized consideration 2.98 1.23 0.92 − 0.20 0.72 0.73

Table 7.  Descriptive statistics, reliability estimates, and intercorrelations (study 4). n = 198. |r|s > 0.14 are 
significant at 0.05 level.
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respectful treatment were impaired more significantly by algorithmic evaluations, revealing the essential role 
that respect and dignity play in understanding the way AI-driven evaluations influence people’s experiences in 
the workplace.

Implications
Our findings in Study 4 suggest that, even in situations where firms can minimize people’s worries about 
potential biases included in algorithmic evaluations, the issue of disrespect may persist. As discussed earlier, 
firms have strived to improve their algorithms in terms of reducing biases11,12, and such efforts have led to 
meaningful achievements28. We observe that such efforts may not necessarily eliminate people’s concerns 
regarding evaluations conducted by AI.

Algorithmic evaluations’ impact on the experience of respectful treatment can be further discussed in relation 
to quantification17. Researchers and practitioners have made remarkable progress in enhancing the accuracy of 
their prediction models that rely on quantified data35,36. However, during this very process of quantification, 
those who are assessed by algorithms may believe that their individual characteristics are obscured and/or 
disregarded12. While being reduced to data points, people who receive the evaluations may believe that the 
intricacies of their characteristics have been somehow stripped off, concluding that their organizations have 
not attempted to respect their individual identities. If the development of AI focuses solely on improving the 
accuracy of predictions and minimizing biases, it may continue to overlook the issues of dignity and identity 
rooted in human experience.

In terms of practical recommendations, our findings indicate that firms may need to develop plans on how 
to secure perceptions of respectful treatment from AI-driven evaluations. In our Study 2, we found that people 
perceived more respectful treatment when recalling the details of a given job interview in terms of human 
evaluations versus algorithmic evaluations. As discussed earlier, when people notice that they are evaluated by 
algorithms in the workplace, they may feel being treated as just another bit of quantified data. Organizations can 
reduce such unwanted consequences by emphasizing the presence of a human element. For example, they can 
provide opportunities for recipients to interact with human evaluators in the initial and/or final stages of the 
evaluation37,38.

Fig. 1.  Perceptions of respectful treatment and unbiasedness as afunction of algorithmic vs. human 
evaluations
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Our findings further emphasize the importance of attending to the recipients’  reactions to algorithmic 
evaluations39,40. Although AI is seeing rapid progress in its ability to reduce biases and increase accuracy, that 
may only represent what organizations are doing to evaluate their targets in a fair and effective way35,36. It should 
be valuable for them to actively communicate how those implementations are used to better understand the 
recipients so that those who receive the evaluations can recognize the firms’ efforts to respect their individual 
profiles26,41,42. For example, firms can consider offering evidence of individualization and discussing it to secure 
the recipients’ beliefs that their individual identities are recognized. By doing so, they may be able to protect the 
sense of respect and dignity, which is something that is so core to what people need as humans.

Data availability
Raw data, computer codes, and study materials for the present research can be found on the following webpage: 
https://osf.io/568cn.
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