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Abstract

Viral infection involves a large number of protein—protein interactions (PPIs) between human and virus. The PPIs range from
the initial binding of viral coat proteins to host membrane receptors to the hijacking of host transcription machinery.
However, few interspecies PPIs have been identified, because experimental methods including mass spectrometry are
time-consuming and expensive, and molecular dynamic simulation is limited only to the proteins whose 3D structures are
solved. Sequence-based machine learning methods are expected to overcome these problems. We have first developed the
LSTM model with word2vec to predict PPIs between human and virus, named LSTM-PHY, by using amino acid sequences
alone. The LSTM-PHYV effectively learnt the training data with a highly imbalanced ratio of positive to negative samples and
achieved AUCs of 0.976 and 0.973 and accuracies of 0.984 and 0.985 on the training and independent datasets, respectively.
In predicting PPIs between human and unknown or new virus, the LSTM-PHV learned greatly outperformed the existing
state-of-the-art PPI predictors. Interestingly, learning of only sequence contexts as words is sufficient for PPI prediction. Use
of uniform manifold approximation and projection demonstrated that the LSTM-PHV clearly distinguished the positive PPI
samples from the negative ones. We presented the LSTM-PHV online web server and support data that are freely available at
http://kurata35.bio.kyutech.ac.jp/LSTM-PHV.
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Introduction Viruses achieve their own life cycle and proliferate their clones

by hijacking and utilizing the functions of their hosts. To carry
out these processes, viruses interact with host proteins to con-

Viral infections are one of the major causes of human health, as
we can see from the current status of the severe acute respira-

tory syndrome coronavirus 2 (SARS-CoV-2) that raises a global
pandemic. As of February 2021, more than 110 million people
infected and nearly 2.4 million deaths have been reported world-
wide for the coronavirus disease 2019 (COVID-19) disease [1].

trol cell cycles and apoptosis and to transport their own genetic
material into the host nucleus [2, 3]. Therefore, it is important
to identify human-virus protein-protein interactions (HV-PPIs)
and to understand the mechanisms of viral infections and host
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immune responses to find new drug targets. However, compared
to intraspecies PPIs, few interspecies PPIs have been identified.
To identify the PPIs, experimental methods such as yeast-to-
hybrid and mass spectrometry have been widely used [4, 5],
but they are time-consuming and laborious. For this reason,
it is difficult to apply experimental methods for all protein
pairs. Therefore, the computational approach is a preliminary
treatment prior to the experimental method.

The use of amino acid sequence information is promising in
the prediction of PPIs because the experimental data of PPIs and
sequence information of proteins are abundant. Machine learn-
ing (ML)-based approaches are very attractive [6] that use the
amino acid binary profiles [7], evolutionary properties [8], physic-
ochemical properties [9] and structural information [10]. Zhou
et al. [11] integrated different encoding methods, such as relative
frequency of amino acid triplets, frequency difference of amino
acid triplets and amino acid composition to construct a SVM-
based PPI predictor [11]. Yanget al. [12] have employed a position-
specific scoring matrix (PSSM) to build a convolutional neural
network (CNN) for PPI prediction. Recently, promising encoding
schemes have been proposed to capture the sequence patterns
of proteins, including the conjoint triad [13], auto covariance [14]
and autocorrelation [15].

Human-virus PPIs involve not only the various properties of
amino acid sequences but also the distributions of 20 amino
acid residues in the context of whole protein sequences. While
many predictors have focused on the former features, the latter
context-based information is suggested to be effective in pre-
dicting HV-PPIs. To capture the context information of amino
acid sequences as much as possible, word/document embed-
ding techniques have recently been proposed. Yang et al. [16]
combined the doc2vec encoding schemes with a random forest
method to predict PPIs.

To utilize the amino acid sequence context as words effec-
tively, we have proposed the long short-term memory (LSTM)
model [17] with the word2vec embedding method that predicts
the PPIs between human and virus, named LSTM-PHV. To the
best of our knowledge, this is the first application of the LSTM
with the word2vec to sequence-based PPI prediction. Interest-
ingly, use of the sequence context as words presented remark-
ably accurate prediction of the interactions between human and
unknown virus proteins.

Materials and methods
Benchmark dataset construction

The PPIs datasets were downloaded from the Host-Pathogen
Interaction Database 3.0 (HPIDB 3.0) [18]. The retrieved HV-PPIs
were further selected in the following process. First, to ensure
interactions with a certain level of confidence, the PPIs with
an MI score of below 0.3 were removed. The MI score is the
confidence score assigned to each PPI from IntAct [19] and
VirHostNet [20]. Second, redundant PPIs were excluded by using
CD-HIT with an identity threshold of 0.95 [21]. Third, the PPIs
that contained the proteins consisting of standard amino acids
only and the proteins with a length of more than 30 residues and
less than 1000 residues were selected. Finally, 22 383 PPIs from
5882 human and 996 virus proteins were considered as positive
samples.

To the best of our knowledge, there is no gold standard
for generating negative samples. Many previous studies used
a random sampling method. Pairs of the human and virus
proteins that do not appear in the positive PPI dataset are

randomly sampled as negative data. However, the random
sampling method may incorrectly assign many positive samples
to negative ones [9, 22]. To address this problem, the dissimilarity
negative sampling method was developed [9], which used a
sequence similarity-based method to explore the protein pairs
that are unlikely to interact. We employed the dissimilarity-
based negative sampling method as follows. We calculated
the sequence similarities of all pairs of virus proteins in
positive samples with the Needleman-Wunsch algorithm of
BLOSUM30 and defined a similarity vector for each virus protein.
Subsequently, we excluded the virus proteins showing lower
sequence similarities than Ts for more than half of the total
virus proteins as outliers. Ts was calculated by:

Ts; = fq; — 1.5 x ir; 1

where fq; and ir; are the first quartile and quartile range of the
similarity scores for the i-th virus protein V;, respectively. By set-
ting the maximum and minimum values of the similarity scores
to 0 and 1, respectively, the similarity score was normalized and
converted into the distance.

The human proteins that consisted of the standard amino
acids and whose residue length was longer than 30 and
shorter than 1000 were retrieved from the UniProtKB/Swiss-
Prot database [23]. Then, the human proteins that interacted
with the virus proteins showing a distance from viral protein V;
of less than distance threshold T were removed, considering
that they were likely to interact with virus protein V;. The
remaining pairs of the human and virus proteins were regarded
as negative samples. According to the previous study [9], the
threshold T was set to 0.8. We randomly sampled from the
candidates so that the ratio of positive to negative samples was
1:10. The positive and negative samples were labeled 1 and 0,
respectively. The resultant dataset was divided into training
data and independent test data at a ratio of 8:2.

SARS-CoV-2 PPIs dataset construction

We downloaded the datasets of SARS-CoV-2 from BioGRID
(COVID-19 Coronavirus Project 4.3.195) [24] and extracted the
PPIs between human and SARS-CoV-2. We removed the PPIs
having the proteins whose amino acid sequences were not
registered in the UniProtKB database [23]. We further removed
the PPIs that contained nonstandard amino acids and the
proteins with a length of fewer than 30 residues and more than
1000 residues. Finally, we obtained 7373 PPIs that consisted
of 2943 human proteins and 11 SARS-CoV-2 proteins as the
positive samples. The negative samples were generated by the
dissimilarity negative sampling method. We randomly selected
negative samples so that the ratio of positive to negative samples
was 1:10. The resultant dataset was divided into training data
and independent test data at a ratio of 8:2.

Nonviral pathogen PPIs dataset construction

In order to investigate whether our model can be extended to
pathogens other than viruses, we constructed the datasets of
PPIs between human and nonviral pathogens. The PPIs having
virus proteins were excluded from the PPI dataset of HPIDB.
The PPIs were prepared in the same manner as the benchmark
dataset construction mentioned above. Subsequently, 8412 PPIs
consisting of 3317 human proteins and 3068 virus proteins were
selected as positive data. The negative datasets were generated
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Figure 1. Embedding of amino acid sequences in a case of 4-mer. Amino acid
sequences were represented by 4-mers and embedded as a matrix by training
the word2vec model. The matrixes were generated by concatenating the vectors
of 4-mers in a row.

by the dissimilarity negative sampling method. We randomly
selected negative samples so that the ratio of positive to neg-
ative samples was 1:10. The resultant dataset was divided into
training data and independent test data at a ratio of 8:2.

Embedding of protein sequences by word2vec

In the field of natural language processing, embedding meth-
ods such as word2vec [25] and doc2vec [26] were developed to
obtain the distributed representation of words and documents,
respectively. In word2vec, the weights in a neural network learn
the context of words to provide the distributed representation
that encodes different linguistic regularities and patterns [27].
There are two methods for learning the context of words: Con-
tinuous Bag-of-Words Model (CBOW) and the Continuous Skip-
Gram Model (Skip-Gram). CBOW predicts the current word based
on the context, while Skip-Gram predicts the context from the
current word. Skip-gram is more efficient with less training data,
while CBOW learns faster and more frequent words. At present,
computational biology used these methods [28, 29].

The amino acid sequences of human and virus proteins
registered as positive and negative samples were encoded as
matrixes using the word2vec method. The k-mers (k consec-
utive amino acids) in amino acid sequences were regarded as
a single word (unit) and each amino acid sequence was repre-
sented by multiple k-mers. For example, given an amino acid
sequence MAEDDPYL, the units of the 4-mers are MAED, AEDD,
EDDP, DDPY and DPYL (Figure 1). We trained a CBOW-based
word2vec model to learn the appearance pattern of k-mers from
the computational speed standpoint by using the genism of
the python package [30]. Here, k-mers and protein sequences
correspond to words and sentences in natural language. Human
and virus proteins in positive samples and nonredundant pro-
teins in the UniProtKB/Swiss-Prot database [23] were used to
train the word2vec model. The nonredundant proteins were
collected by applying CD-HIT to all proteins with an identity
threshold of 0.9. The k-mers up to three neighbors of a specific
k-mer are considered as the peripheral k-mers, and training was
iterated 1000 times. The trained word2vec model produced 128-
dimensional embedding vectors in each k-mer and they were
concatenated to produce the embedding matrixes of proteins.
Since 4-mer provided the largest AUC by 5-fold cross-validation
in a previous study [16], we set k to 4.

Construction of LSTM-PHV

Neural networks such as CNN and recurrent neural network
(RNN), in particular, are very powerful and have been applied to
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difficult problems such as speech recognition and visual object
recognition [31]. The RNN learns time or step dependencies in
sequence data and enables training on variable-length data. The
LSTM solves the gradient explosion and gradient disappearance
problems of RNNs, enabling long-term time-dependent learning.

The LSTM-PHV is composed of three sub-networks, as shown
in Figure 2. The two, upstream networks with the same structure
transformed the human and virus proteins-embedding matrixes
into two fixed-length vectors. The third network used their
concatenated fixed-length vectors to predict the PPIs. They are
referred to as ‘concatenated vectors’. The amino acid sequence
column vectors in the embedding matrixes are inputted to each
step of the LSTM units. The LSTM units were expanded in both
the N- to C-terminus and the C- to N-terminus directions. The
64 x 2-dimensional vectors generated from one LSTM unit were
concatenated in a row. The dimensions of the vectors generated
through the three layers decreased in the order of 64, 32 and 1.
In the first two layers, the rectified linear unit (ReLU) function
with a dropout rate of 0.3 was used as an activation function.
The scalar values generated from the third layer were lined up
into a vector, which was provided to the softmax function. A
fixed-length vector was generated by summarizing the weighted
vectors in all the steps.

The fixed-length vectors for the human and virus proteins
were concatenated in line and propagated into the final net-
work. The final network consists of three layers and an output
layer. The dimensions of the generated vectors from each layer
decreased in the order of 200, 100, 40 and 1. The ReLU function
with a dropout rate of 0.3 was applied to the output of the three
layers. To obtain a final output with a value between 0 and
1, the sigmoid function was used as an activation function at
the output layer. The construction and learning of the neural
networks were performed using the PyTorch [32] of the python
package.

Training of imbalanced data

A 5-fold cross-validation was applied on the training dataset,
while conserving the ratio of positive and negative samples at
each subset. We set the learning rate to 0.001, used the recti-
fied adam (RAdam) optimizer [33] as the optimization function,
and set a mini-batch learning size to 1024. To train the model
on imbalanced data, we weighted a binary cross-entropy loss
function in the manner reported by Cui et al. (2019) [34]. The loss
functions used are shown below.

1-—
CE(pYY) :71*;1’

{(y xlogx + (1 -y) xlog(1 - x)}, (2)
where y is the correct label, x is the model-predicted probability
of interaction, ny is the number of data whose label is y in the
mini-batch and g is the hyperparameter. 8 was set to 0.99. To
prevent overlearning, the training process was terminated when
the maximum accuracy in the validation data was not updated
for consecutive 20 epochs. To prevent the weight of the loss
function from being 0, we set an approximately equal ratio of
labels for all the mini-batches.

Measures

To evaluate the prediction performance, seven statistics mea-
sures were used: sensitivity (SN; recall), specificity (SP), accuracy
(ACC), Matthews correlation coefficient (MCC), positive predic-
tive value (PPV), F1-score (F1), area under the curve (AUC) and
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Figure 2. Network structure of LSTM-PHV. The human and virus protein matrices were transformed into the two fixed-length vectors by the two upstream neural
networks with the LSTM, respectively. The networks were surrounded by blue and red lines. Feature vectors of each 4-mer in protein matrices were inputted into the
LSTM unit at each step. Scalar values were generated by applying three fully connected layers to output from the LSTM unit at each step. The broadcasted scalar values
and output from the LSTM unit were multiplied. The fixed-length vectors were produced by adding the multiplied vectors and concatenating the vectors in human
and virus. Final outputs were obtained by four fully connected layers surrounded by the purple line.
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where TP, FP, TN and FN are the numbers of the correctly pre-
dicted positive samples, incorrectly predicted positive samples,
correctly predicted negative samples and incorrectly predicted
negative samples, respectively. The threshold for a determina-
tion of whether protein pairs interact or not was set to a pre-
dicted probability of 0.5. AUC and AUPRC are the areas beneath
the ROC curve and PR curve, respectively. These measures were
calculated by the scikit-learn of the python package [35].

Visualization of positive and negative samples

To visualize the concatenated vectors, we reduced the dimen-
sionality of the concatenated vector from 256 to 2 using uniform
manifold approximation and projection (UMAP) [36]. UMAP is
the nonlinear dimensionality reduction approach [36], which can
preserve not only local patterns but also global patterns in low-
dimensional space. We set the number of neighbors in the k-
neighbor graph to 50, and set a minimum distance between
points in the low-dimensional space to 0. The distances between
any points were calculated by the Euclidean distance. The opti-
mization was implemented up to 500 epochs with a learning rate
of 1.0.

Results and discussion
Predictive performance of LSTM-PHV

We evaluated the predictive performance of LSTM-PHV via 5-
fold cross-validation on the training dataset and test it on the
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Figure 5. Prediction performance of LSTM-PHV with existing state-of-the-art
predictors. We employed the four datasets that combine the four training data
with two test data according to Zhou’s study. The four datasets containing
human-virus interactions (TR1-TS1 and TR2-TS2) and multiple host-virus inter-
actions (TR3-TS1 and TR4-TS2) were applied to LSTM-PHV. The performances of
the Zhou’s model are from table 5 of their paper.

independent dataset, as shown in Figure 3 and Table S1. Out of
the five subset models, the model with the highest AUC was used
to predict the independent dataset. The AUCs were 0.976 and
0.973 on the training and independent datasets, respectively;
the ACCs were 0.984 and 0.985 on the training and independent
datasets, respectively. The MCC, F1 and AUPRC also presented
high scores on both the datasets. MCC has been used in many
previous studies in bioinformatics as an evaluation measure
for imbalance data [16, 37, 38]. A high MCC indicated that the
LSTM-PHV was able to effectively learn the imbalanced data.
LSTM-PHV provided remarkable performance of PPI prediction.

Performance comparison with state-of-the-art existing
machine learning models

To characterize the performance of LSTM-PHV, we compared it
with an RF model with Doc2vec, named Yang’s model [16], on
our independent test data, as shown in Figure 4 and Table S2.
The source code and trained model were provided by Yang et al.
with their recommended three threshold values. As in our case,
Yang et al. built the imbalanced data that contained 10 times
more negative samples than positive samples, while generating
negative samples by the dissimilarity-based negative sampling
method. The LSTM-PHV presented higher values than Yang’s
model not only for AUC and ACC but also for MCC, F1-score and
AUPRC (Figure 4). The LSTM-PHV was able to learn the imbal-
anced data better than Yang’s model. Particularly, LSTM-PHV
takes an advantage in the high MCC value, because learning of
imbalanced data is not evitable. At present the number of known
PPIs is very small compared to the total number of protein pairs.
Thus, negative samples are typically produced much more than

I Dissimilarity negative sampling method
Il Random sampling method

* *

1

AUC AUPRC

*p<.0001

Figure 6. Comparison of the dissimilarity negative sampling method with a
random sampling method. A 5-fold cross-validation was applied to the training
data generated by the dissimilarity negative sampling method and by a random
sampling method. The bars and error bars indicate the mean and standard
deviation of AUC and AUPRC in the five subset models.

positive ones in the absence of golden standard of generating
negative samples.

The LSTM-PVM that combined LSTM with word2vec outper-
formed the latest state-of-the-art model of Yang’s RF model,
probably because LSTM was able to efficiently capture the con-
text of amino acid sequence patterns. Interestingly, we revealed
that learning of only sequence contexts as words presented
remarkably high performances without any biochemical prop-
erties.

To assess whether the LSTM-PHV is applicable to unknown
virus species, we compared LSTM-PHV with a SVM model with
commonly used encoding methods, named Zhou’s model [11].
We employed Zhou's dataset that consisted of the four training
datasets: PPIs between human and any virus except Influenza
A virus subtype HIN1 (HIN1) (TR1), PPIs between human and
any virus except Ebola virus (TR2), PPIs between any host and
any virus except HIN1 (TR3), PPIs between any host and any
virus except Ebola virus (TR4) and two test datasets: PPIs between
human and H1IN1 virus (TS1) and PPIs between human and Ebola
virus (TS2). In training the LSTM-PHV, we set a batch size to 256
and used the normal binary cross-entropy loss function, because
Zhou’s datasets were much smaller than our dataset and it was
balanced data. As shown in Figure 5 and Table S3, we compared
the LSTM-PHV with Zhou’s SVM model on the four datasets. We
trained the LSTM-PHV by the same datasets of TR1 and TR2
that do not include the PPIs between human and HIN1 and
Ebola virus, respectively. Compared to Zhou’s model, the LSTM-
PHV predicted TS1 and TS2 with high ACC and AUC. When the
predictors were trained on multiple host protein-including TR3
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and TR4, the LSTM-PHV also presented higher ACC and AUC
to predict TS1 and TS2. The AUCs on the four datasets were
significantly different between LSTM-PHV and Zhou’s model
(two-sample t-test; P <0.05). LSTM-PHV learnt host and virus
protein sequence contexts more efficiently than the SVM model.

Very recently, Yang et al. [12] have proposed a CNN-based PPI
predictor with a PSSM. They generated the PSSM by applying PSI-
BLAST to amino acid sequences, and then inputted the PSSM
to a CNN as a feature matrix. CNNs take in an advantage in
learning the features of noncontinuous data such as image
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data, while LSTMs (RNN-type models) effectively learn the long-
term memory features. Our LSTM-PHV achieved high prediction
performance of human-virus PPIs. Differing from Yang’s model,
we used LSTM to intensively read the contexts of the whole
amino acid sequences.

Prediction of SARS-CoV-2 and nonviral pathogens PPIs

To demonstrate the applicability of LSTM-PHV to other species,
we applied it to PPIs between human and SARS-CoV-2. A 5-
fold cross-validation was performed on the training dataset. The
subset model providing the highest AUC for all the five was
employed as the final model and tested on the independent
dataset. LSTM-PHV achieved AUCs of 0.955 and 0.956 in 5-fold
cross-validation and independent test, respectively (Table S4).
Our method was found available to prediction of the human and
SARS-CoV-2 PPIs.

Furthermore, to investigate whether LSTM-PHV can be
extended to nonviral pathogens, we applied it to PPIs between
human and nonviral pathogens. A 5-fold cross-validation was
carried on the training dataset. The subset model providing the
highest AUC for all the five was employed as the final model and
tested on the independent dataset. LSTM-PHV achieved AUCs of
0.920 and 0.922 in 5-fold cross-validation and independent test,
respectively (Table S5). These results demonstrated that LSTM-
PHV can be extended to predict the PPIs between human and
nonviral pathogens.

Superiority of dissimilarity negative sampling method

To demonstrate the superiority of the dissimilarity negative
sampling method, we compared it with a random negative
sampling method, as shown in Figure 6 and Table S6. A 5-
fold cross-validation and the independent test were used.
The AUC and AUPRC in the dissimilarity negative sampling
method were higher than those in the random sampling method.
The AUCs and AUPRCs by the 5-fold cross-validation were
significantly different (two-sample t-test; P <0.0001) between
the two methods. These results suggest some of the randomly
generated-negative samples impair the prediction as noisy data.

Visualization of positive and negative samples

The two upstream neural networks with the LSTM generated
the fixed-length vectors (Figure 2). To examine how these neural
networks extract PPI-related information, we drew the UMAP
map of their concatenated vectors on the training and indepen-
dent datasets of our benchmark dataset (Figure 7). In addition,
we made the t-SNE map of them (Figure S1). In both the UMAP
and T-SNE maps, multiple clusters were generated, and positive
samples were distinguished from negative samples within the
clusters. The false negative and false positive samples were
located between the true negative and true positive samples.
The numbers of the false negative and false positive samples
were small. These results suggested that the upstream neural
networks extract critical information responsible for predicting
PPIs from the amino acid sequences of each protein. The UMAP
accumulated the true positive samples more densely than t-SNE,
which corresponded to the previous suggestion [39] that UMAP
preserves not only local structure but also the global structure.
The LSTM-PHV showed almost similar distributions between the
training and independent datasets in both the UMAP and t-SNE,
demonstrating the robustness of LSTM-PHV to an independent
dataset or to changes in datasets.

Webserver implementation

We used apache (2.4.18), python (3.8.0) and flask (1.1.2) to build
a web server application of LSTM-PHV at http://kurata35.bio.kyu
tech.ac.jp/LSTM-PHV. The users can either input or upload the
amino acid sequences of human and virus proteins in FASTA
format to evaluate the PPIs with prediction scores. In addition,
the attention weights and transformed vectors generated during
prediction are provided. A threshold to determine whether the
inputted proteins interact was set to 0.5. To facilitate the com-
munity, we provide the datasets used in the present study, which
can be downloaded from our website. For other overviews, refer
to the help of the website.

Conclusions

To accurately predict PPIs between human and virus, we
proposed the LSTM-PHV that combined LSTM with the word2vec
embedding method by considering the whole sequence context
of amino acid residues. The word2vec is able to preserve the
information about patterns of the local amino acid residues.
Interestingly, the method does not use any biochemical
properties of amino acid residues, while existing models
intensively used their biochemical properties. The LSTM further
learns the amino acid patterns in the whole sequence contexts.
The LSTM-PHV learnt highly imbalanced data and was able
to accurately predict the interaction of a human protein to
an unknown virus protein, compared to existing state-of-the-
art models. Interestingly, it could be extended not only to the
PPIs between SARS-CoV-2 and human but also to the PPIs
between nonviral pathogens and human. On the other hand, our
method requires more memory or computational cost compared
to existing models, because the number of elements in the
feature matrix increases with an increase in the length of the
sequence. Use of the LSTM-PHV enhances the screening of drug
targets that inhibit human-virus PPIs and definitely contributes
to advances in remedies of infectious diseases including
COVID-19.

Key Points

® The LSTM-based model with word2vec (LSTM-PHV)

efficiently learns highly imbalanced training data to

accurately predict PPIs between human and virus.

Learning of amino acid sequence contexts as words

without any biochemical properties is sufficient for

PPI prediction.

® UMAP visualizes that positive samples are clearly dis-
tinguished from negative samples.

® LSTM-PHV is applied to prediction of the human and
SARS-CoV-2 PPIs and human and nonviral pathogens
PPIs.

Supplementary data

Supplementary data are available online at Briefings in Bioin-
formatics.
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