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Although empirical and neural studies show that serotonin (5HT) plays many functional
roles in the brain, prior computational models mostly focus on its role in behavioral
inhibition. In this study, we present a model of risk based decision making in a modified
Reinforcement Learning (RL)-framework. The model depicts the roles of dopamine (DA)
and serotonin (5HT) in Basal Ganglia (BG). In this model, the DA signal is represented
by the temporal difference error (δ), while the 5HT signal is represented by a parameter
(α) that controls risk prediction error. This formulation that accommodates both 5HT and
DA reconciles some of the diverse roles of 5HT particularly in connection with the BG
system. We apply the model to different experimental paradigms used to study the
role of 5HT: (1) Risk-sensitive decision making, where 5HT controls risk assessment,
(2) Temporal reward prediction, where 5HT controls time-scale of reward prediction, and
(3) Reward/Punishment sensitivity, in which the punishment prediction error depends on
5HT levels. Thus the proposed integrated RL model reconciles several existing theories of
5HT and DA in the BG.

Keywords: serotonin, dopamine, basal ganglia, Reinforcement Learning, Risk, Reward, Punishment, Decision

Making

INTRODUCTION
Monoamine neuromodulators such as dopamine, serotonin,
norepinephrine and acetylcholine are hailed to be the most
promising neural messengers to ensure healthy adaptation to
our uncertain environments. Specifically, serotonin (5HT) and
dopamine (DA) play important roles in various cognitive pro-
cesses, including reward and punishment learning (Cools et al.,
2011; Rogers, 2011). DA signaling has been linked to reward
processing in the brain for a long time (Bertler and Rosengren,
1966). Furthermore the activity of mesencephalic DA neurons
are found to closely resemble temporal difference error (TD) in
Reinforcement Learning (RL) (Schultz, 1998). This TD error rep-
resents the difference in the total reward (outcome) that the agent
or subject receives at a given state and time, and the total pre-
dicted reward. The semblance between the TD error signal and
DA signal served as a starting point of an extensive theoretical
and experimental effort to apply concepts of RL to understand the
functions of the Basal Ganglia (BG) (Schultz et al., 1997; Sutton
and Barto, 1998; Joel et al., 2002; Chakravarthy et al., 2010). This
led to the emergence of a framework for understanding the BG
functions in which the DA signal played a crucial role. Deficiency
of such a neuromodulator (DA) leads to symptoms observed in
neurodegenerative disorders like Parkinson’s Disease (Bertler and
Rosengren, 1966; Goetz et al., 2001).

THE MULTIPLE FUNCTIONS OF SEROTONIN
It is well-known that dopamine is not the only neuromodulator
that is associated with the BG function. Serotonin (5HT) pro-
jections to the BG are also known to have an important role
in decision making (Rogers, 2011). 5HT is an ancient molecule
that existed even in plants (Angiolillo and Vanderkooi, 1996).
Through its precursor tryptophan, 5HT is linked to some of the
fundamental processes of life itself. Tryptophan-based molecules
in plants are crucial for capturing the light energy necessary
for glucose metabolism and oxygen production (Angiolillo and
Vanderkooi, 1996). Thus, by virtue of its fundamental role in
energy conversion, 5HT is integral to mitosis, maturation, and
apoptosis. In lower organisms, it modulates the feeding behav-
ior and other social behaviors such as dominance posture, and
escape responses (Kravitz, 2000; Azmitia, 2001; Chao et al., 2004).
Due to its extended role as a homeostatic regulator in higher
animals and in mammals, 5HT is also associated with appetite
suppression (Azmitia, 1999; Halford et al., 2005; Gillette, 2006).
Furthermore, 5HT plays important roles in anxiety, depression,
inhibition, hallucination, attention, fatigue, and mood (Tops
et al., 2009; Cools et al., 2011). Increasing 5HT level leads to
decreasing punishment prediction, though recent evidence point-
ing to the role of DA in processing aversive stimuli makes the
picture more complicated (So et al., 2009; Boureau and Dayan,
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2011). The tendency to pay more attention to negative than
positive experiences or other kinds of information (negative cog-
nitive biases) are found to occur at lower levels of 5HT (Cools
et al., 2008; Robinson et al., 2012). 5HT is also known to con-
trol the time scale of reward prediction (Tanaka et al., 2007)
and to play a role in risk sensitive behavior (Long et al., 2009;
Murphy et al., 2009; Rogers, 2011). Studies found that under
conditions of tryptophan depletion, which is known to reduce
the brain 5HT level, risky choices are preferred to safer ones
in decision making tasks (Long et al., 2009; Murphy et al.,
2009; Rogers, 2011). Reports about 5HT transporter gene influ-
encing risk based decision making also exist (He et al., 2010;
Kuhnen et al., 2013). 5HT is known to influence non-linearity
in risk-based decision making (Kahneman and Tversky, 1979)—
risk-aversivity in the case of gains and risk-seeking during losses,
while presented with choices of equal means (Murphy et al., 2009;
Zhong et al., 2009a,b). In summary, 5HT is not only impor-
tant for behavioral inhibition, but is also related to time scales
of reward prediction, risk, anxiety, attention etc., and to non-
cognitive functions like energy conversion, apoptosis, feeding,
and fatigue.

PRIOR THEORETICAL AND COMPUTATIONAL ABSTRACT MODELS OF
SEROTONIN
It would be interesting to understand and reconcile the roles
of DA and 5HT in the BG. Prior abstract models address-
ing the same quest such as that by Daw et al. (2002) argue
that DA signaling plays a role that is complementary to 5HT.
It has been suggested that whereas the DA signal responds to
appetitive stimuli, 5HT responds to aversive or punitive stim-
uli (Daw et al., 2002). Unlike computational models that argue
for complementary roles of DA and 5HT, empirical studies
show that both neuromodulators play cardinal roles in cod-
ing the signals associated with the reward (Tops et al., 2009;
Cools et al., 2011; Rogers, 2011). Genes that control neuro-
transmission of both molecules are known to affect processing
of both rewarding and aversive stimuli (Cools et al., 2011).
Complex interactions between DA and 5HT make it difficult to
tease apart precisely the relative roles of the two molecules in
reward evaluation. Some subtypes of 5HT receptors facilitate DA
release from the midbrain DA releasing sites, while others inhibit
them (Alex and Pehek, 2007). In summary, it is clear that the
relationship between DA and 5HT is not one of simple com-
plementarity. Both synergistic and opposing interactions exist
between these two molecules in the brain (Boureau and Dayan,
2011).

Efforts have been made to elucidate the function of 5HT
through abstract modeling. Daw et al. (2002) developed a line
of modeling that explores an opponent relationship (Daw et al.,
2002; Dayan and Huys, 2008) between DA and 5HT. In an
attempt to embed all the four key neuromodulators—DA, 5HT,
norepinephrine and acetylcholine—within the framework of RL,
Doya (2002) associated 5HT with discount factor, γ , which is a
measure of time-scale of reward integration (Doya, 2002; Tanaka
et al., 2007). There is no single computational theory that inte-
grates and reconciles the existing computational perspectives of
5HT function in a single framework.

OUR MODEL IN BRIEF
In this modeling study, we present a model of both 5HT and
DA in BG simulated using a modified RL framework. Here,
DA represents TD error as in most extant literature of DA sig-
naling and RL (Schultz et al., 1997; Sutton and Barto, 1998),
and 5HT controls risk prediction error. Action selection is con-
trolled by the utility function that is a weighted combination
of both the value and risk function (Bell, 1995; Preuschoff
et al., 2006; D’acremont et al., 2009). In the proposed mod-
ified formulation of utility function, the weight of the risk
function depends on the sign of the value function and a trade-
off parameter α, which we describe in detail below. Just as
value function was thought to be computed in the striatum,
we now propose that the utility function is computed in the
striatum.

The outline of the paper is as follows: Section Methods
describes the model equations. In Section Results, we show that
a combination of both value and the risk function for decision
making explains the following experiments. The first of these
pertains to risk sensitivity in bee foraging (Real, 1981). Here we
demonstrate that the proposed 5HT and DA model can simu-
late this simple neurobiological instance of risk-based decision
making. We then show the capability of the model to explain the
roles of 5HT in the representative experimental conditions: risk
sensitivity in Tryptophan depleted conditions (Long et al., 2009);
time-scale of reward prediction (Tanaka et al., 2007); and reward
and punishment sensitivity (Cools et al., 2008). We present
the discussion on the model and results in Section Discussion.
Furthermore in the discussion, we hypothesize that the plausi-
ble neural correlates for the risk component are the D1R and the
D2R co-expressing medium spiny neurons of the striatum, with
serotonin selectively modulating this population of neurons.

METHODS
On the lines of the utility models described by Bell (1995) and
D’acremont et al. (2009), we present here the utility function,
Ut as a tradeoff between the expected payoff and the variance
of the payoff (the subscript “t” refers to time). The original
Utility formulation used in Bell (1995; D’acremont et al. (2009)
is (Equation 2.1).

Ut(s, a) = Qt(s, a) − κ
√

ht(s, a) (2.1)

where Qt is the expected cumulative reward and ht is the risk
function or reward variance, for state, s, action, a; κ is the risk
preference. Note that in equation. 2.1, we represent the state and
action explicitly as opposed to (Bell, 1995; D’acremont et al.,
2009).

In classical RL (Sutton and Barto, 1998) terms, following pol-
icy, π , the action value function, Q, at time t of a state, “s,” and
action, “a” may be expressed as (Equation 2.2).

Qπ (s, a) = Eπ (rt + 1 + γ rt + 2 + γ 2rt + 3

+ · · · |st = s, at = a) (2.2)

where rt is the reward obtained at time, t, and γ is the discount
factor (0 < γ < 1). Eπ denotes the expectation when action
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selection is done with policy π . The incremental update for the
action value function, Q is defined as in Equation 2.3.

Qt + 1(st, at) = Qt(st, at) + ηQδt (2.3)

where st is the state at time, t; at is the action performed at time, t,
and ηQ is the learning rate of the action value function (0 < ηQ <

1). δt is the TD error defined by Equation 2.4,

δt = rt + 1 + γ Qt (st + 1, at+1) − Qt (st, at) (2.4)

In the case of immediate reward problems, δt is defined by
Equation 2.5.

δt = rt − Qt (st, at) (2.5)

Similar to the value function, the risk function “ht” has an
incremental update as defined by Equation 2.6.

ht + 1(st, at) = ht(st, at) + ηhξt (2.6)

where ηh is the learning rate of the risk function (0 < ηh < 1),
and ξt is the risk prediction error expressed by Equation 2.7,

ξt = δ2
t − ht(st, at) (2.7)

ηh and ηQ are set to 0.1, and Qt and ht are set to zero
at t = 0 for simulations of (sections Risk Sensitivity and
Rapid Tryptophan Depletion, Time Scale of Reward Prediction
and Serotonin, Reward/Punishment Prediction Learning and
Serotonin) described below.

We now present a modified form of the utility function by
substituting κ = α.sign[Qt(st, at)] in (Equation 2.1).

Ut(st, at) = Qt(st, at) − αsign(Qt(st, at))
√

ht(st, at) (2.8)

In (Equation 2.8), the risk preference includes three
components—the “α” term, the “sign(Qt)” term, and the risk
term

√
ht . The sign(Qt) term achieves a familiar feature of human

decision making viz., risk-aversion for gains and risk-seeking
for losses (Kahneman and Tversky, 1979). In other words, when
sign(Qt) is positive (negative), Ut is maximized (minimized) by
minimizing (maximizing) risk. Note that the expected action
value Qt would be positive for gains that earn rewards greater
than a reward base (= 0), and would be negative otherwise during
losses. We associate 5HT level with α, a constant that controls the
relative weightage between action value and risk (Equation 2.8).

In this study, action selection is performed using softmax dis-
tribution (Sutton and Barto, 1998) generated from the utility.
Note that traditionally the distribution generated from the action
value is used. The probability, Pt(a|s) of selecting an action, a, for
a state, s, at time, t, is given by the softmax policy (Equation 2.9).

Pt(a|s) = exp(βUt(s, a))

/
n∑

i = 1

exp (βUt(s, i)) (2.9)

n is the total number of actions available at state, s, and β is the
inverse temperature parameter. Values of β tending to 0 make the

actions almost equiprobable and the β tending to ∞ make the
softmax action selection identical to greedy action selection.

RESULTS
In this section, we apply the model of 5HT and DA in BG
(Section Methods) to explain several risk-based decision making
phenomena pertaining to BG function.

1) Measurement of risk sensitivity: Two experiments are simu-
lated in this category:

- Risk sensitivity in Bee foraging (Real, 1981)
- Risk sensitivity and Tryptophan depletion (Long et al., 2009)

2) Representation of time scale of reward prediction (Tanaka
et al., 2007) and

3) Measurement of punishment sensitivity (Cools et al., 2008).

The parameters for each experiment are optimized using genetic
algorithm (GA) (Goldberg, 1989) (Details of the GA option set
are given in Supplementary material).

RISK SENSITIVITY IN BEE FORAGING
Experiment summary
In the bee foraging experiment by Real (1981), bees were allowed
to choose between flowers of two colors—blue and yellow. Both
types of flowers deliver the same amounts of mean reward (nec-
tar) but differ in the reward variance. The experiment showed that
bees prefer the less risky flowers i.e., the one with lesser variance
in nectar (Real, 1981).

Biogenic amines such as 5HT are found to influence foraging
behavior in bees (Schulz and Robinson, 1999; Wagener-Hulme
et al., 1999). In particular, the brain levels of dopamine, sero-
tonin, and octopamine are found to be high in foraging bees
(Wagener-Hulme et al., 1999). Montague et al. (1995) showed
risk aversion in bee foraging using a general predictive learning
framework without mentioning DA. They assume a special “sub-
jective utility” which is a non-linear reward function (Montague
et al., 1995) to account for the risk sensitivity of the subject. In the
foraging problem of (Real, 1981) bees choose between two flow-
ers that have the same mean reward but differ in risk or reward
variance. Therefore, the problem is ideally suited for risk-based
decision making approach. We show that the task can be mod-
eled, without any assumptions about “subjective utility,” by using
the proposed 5HT-DA model which has an explicit representation
for risk.

Simulation
We model the above phenomenon of bee foraging using the mod-
ified utility function of Section Methods. This foraging problem
of (Real, 1981) is treated as a variation of the stochastic “two-
armed bandit” problem (Sutton and Barto, 1998), possessing no
state (s) and 2 actions (a). We represent the colors of the flower
(“yellow” and “blue”) that happens to be the only predictor of
nectar delivery as two arms (viz. the two actions, a). Initial series
of experimental trials is modeled to have all the blue flowers (“no-
risk” choice) delivering 1 μl (reward value r = 1) of nectar; 1/3 of
the yellow flowers delivering 3 μl (r = 3), and the remaining 2/3
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of the yellow flowers contain no nectar at all (r = 0) (yellow flow-
ers = “risky” choice). These contingencies are reversed at trial 15
and stay that way till trial 40. Since the task here requires only
a single decision per trial, we model it as an immediate reward
problem (Equation 2.5). Hence the δ for any trial t is calculated
as in Equation 3.1.2.1 for updating the respective action value by
Equation 3.1.2.2.

δt = rt − Qt
(
at ∈ {blue flower, yellow flower}) (3.1.2.1)

Qt+1(at) = Qt(at) + ηQδt (3.1.2.2)

ht+1(at) = ht(at) + ηhξt (3.1.2.3)

ξt = δ2
t − ht(at) (3.1.2.4)

Ut(at) = Qt(at) − αsign(Qt(at))
√

ht(at) (3.1.2.5)

In our simulation, the expected action value (given by Q) for
both the flowers converges to be the same value (=1). Our model
accounts for the risk through the variance (represented by “h” of
each flower: Equations 3.1.2.3, 3.1.2.4) component in the util-
ity function (Equation 3.1.2.5) that plays a key role in the action
selection.

Results
In the experiment (Real, 1981), most of the bees visited the con-
stant nectar yielding blue flowers initially i.e. they chose a risk-free
strategy, but later the choice switched to the yellow flowers, once
the yellow became the less risky choice. We observe the same
in our simulations too. Risk-aversive behavior being an optimal
approach during the positive rewarding scenario, the blue flow-
ers that deliver a steady reward of 1 have higher utility and are
preferred over the more variable yellow flowers initially. The sit-
uation is reversed after trial 15 when the blue flowers suddenly
become risky and the yellow ones become risk-free. Here, the util-
ity of the yellow flowers starts increasing, as expected. Note that
the expected action value for both flowers still remains the same,
though the utility has changed.

With ηh = 0.051, ηQ = 0.001, α = 1.5 in Equation 3.1.2.5,
and β = 10 in Equation 2.9 for the simulation, the proposed
model captures the shift in selection in less than 5 trials from
the indication of the contingency reversal (red line in the
Figure 1). Since the value is always non-negative, and α > 0, our
model exhibits risk-averse behavior, similar to the bees in the
study.

RISK SENSITIVITY AND RAPID TRYPTOPHAN DEPLETION
Experiment summary
Now we show that the above risk based decision making by
5HT-DA model framework can also explain the Long et al. (2009)
experiment on risk sensitivity under conditions of Tryptophan
depletion. Their experiment required the monkey to saccade to
one of two given targets. One target was associated with a guar-
anteed juice reward (safe) and the other with a variable juice
volume (risky). A non-linear risk sensitivity toward juice rewards
by adopting risk-seeking behavior for small juice rewards and
risk aversive behavior for the larger ones (Long et al., 2009)
was observed in the monkeys. They showed that when brain

FIGURE 1 | Selection of the blue flowers obtained from our simulation

(Sims) as an average of 1000 instances, that adapted from Real (1981)

experiment (Expt), and red line indicating contingency reversal.

5HT levels are reduced by Rapid Tryptophan Depletion (RTD),
monkeys preferred risky over safer alternatives (Long et al., 2009).
Tryptophan acts as a precursor to 5HT and therefore reduction in
tryptophan causes reduction in 5HT.

Simulation
The juice rewards rj, represented in Long et al. (2009) as open
time of the solenoid used to control the juice flow to the mouth
of the monkeys, are given in Table 1. The non-linearity in risk
attitudes observed by the monkeys is accounted for in the model
by considering a reward base (rb) that is subtracted from the juice
reward (rj) obtained. The resultant subjective reward (r) is treated
as the actual immediate reward received by the agent (Equation
3.2.2.1). Subtracting r b from rj, associates any rj < r b with an
effect similar to losses (economy), and any rj > r b with gains.

r = rj − r b (3.2.2.1)

The reward base (r b) used in the experiment is 193.2. A
separate utility function Ut , is computed using Equation 2.8
for each state ’s’ tabulated in (Table 1) and action choice, a
(a ∈ {

safe target, risky target
}

) pair. This is also modeled as an
immediate reward problem and the subjective reward given by
Equation 3.2.2.1 is used for the respective (state, action) pair’s
TD error calculation (Equation 2.5). The action value function
is updated over trials using Equation 2.3 and the risk updates
are using Equation 2.6 for any (state, action) pair described
above.

Results
Here we examine the following conditions: (1) overall choice,
(2) equal expected value (EEV) and (3) unequal expected value
(UEV). In EEV cases, saccade to either the safe or the risky target
offered the same mean reward, as shown in the first four states
(s) of the (Table 1). In UEV cases, the mean reward maintained
for the two targets is not the same, as in the last two states (s) of
the (Table 1). The optimized 5HT parameter (used in Equation
2.8), α, is equal to 1.658 for the RTD condition and is 1.985
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Table 1 | The sample reward schedule adapted from Long et al. (2009).

Serial no. Safe target (ms) Risky targets (ms)—each

with probability 0.5

(STATES, “s”) (r j)

1 150 125,175

2 150 100,200

3 150 50,250

4 140 40,240

5 200 40,240

6 210 40,240

for the baseline (control) condition. The optimized β used in
Equation 2.9 is 0.044. Long et al. (2009) demonstrated a sig-
nificant reduction in choosing safe option on lowering the 5HT
levels in brain. This was seen irrespective of the options possess-
ing equal or unequal expected value (EEV/ UEV). Our simulation
results also generated a similar trend for EEV and UEV condi-
tions (Figure 2: Sims) as that of experimental results [Figure 2:
expt adapted from Long et al. (2009)]. The classical RL model
would fail to account for such a result in the selection of safe
option especially in the EEV case, where that model would pre-
dict equal probability (= 0.5) for selecting both the safe and risky
rewards.

TIME SCALE OF REWARD PREDICTION AND SEROTONIN
Experiment summary
In this section, we show using the model of Section Methods that
the α parameter that represents 5HT is analogous to the time-
scale of reward integration (γ as in Equation 2.2) as described
in the experiment of Tanaka et al. (2007). In order to verify the
hypothesis that 5HT corresponds to the discount factor, γ (as in
Equation 2.4), Tanaka et al. (2007) conducted an experiment in
which subjects performed a multi-step delayed reward choice task
under an fMRI scanner. Subjects had to choose between a white
square leading to a small early reward and a yellow square lead-
ing to a large but delayed reward (Tanaka et al., 2007). They were
tested in: (1) tryptophan depleted, (2) control and (3) excess tryp-
tophan conditions. At the beginning of each trial, subjects were
shown two panels, each consisting of white and yellow squares,
respectively. The two panels were occluded by variable numbers
of black patches. When the subjects selected any one of the pan-
els, a variable number of black patches are removed from the
selected panel. When either panel was completely exposed, reward
was provided. One of the panels (yellow) provided larger reward
with greater delay; the other (white) delivered a smaller reward
but after a shorter delay. A total of 8 trials were presented to
each subject and the relative time delay ranges set for the white
and the yellow panels are (3.75∼11.25 s, 15∼30 s) in four trials,
(3.75∼11.25 s, 7.5∼15 s) in two trials, and (1.6∼4.8 s, 15∼30 s)
and (1.6∼4.8 s, 7.5∼15 s) in one trial each.

Simulation
We modeled the above task with the state variable, s, representing
the number of black patches in a panel and action, a, as choosing

FIGURE 2 | Comparison between the experimental and simulated

results for the (A) overall choice (B) Unequal EV (C) Equal EV, under

RTD and Baseline (control) condition. Error bars represent the SE with
size “N” = 100.The experiment (Expt) and the simulation (Sims) result of
any condition did not reject the null hypothesis, which proposes no
difference between means, with P value > 0.05. Here the experimental
results are adapted from Long et al. (2009).

any one of the panels. Each simulation time step equals one exper-
imental time step of 2.5 s. The initial number of black patches on
the white and yellow panels are 18 ± 9, and 72 ± 24 respectively.
The number of patches removed varied between trials, and are
given for the white panel and the yellow panel as follows (Tanaka
et al., 2007). They are (Ss, Sl) = (6 ± 2, 8 ± 2) in 4 trials, (6
± 2, 16 ± 2) in 2 trials, and (14 ± 2, 8 ± 2), (14 ± 2, 16 ±
2) in the remaining 2 trials respectively. The above 8 trials are
repeated for all three tryptophan conditions viz. depleted, con-
trol and excess. Finally the reward associated with the white panel
is r = 1 and with that of yellow is r = 4. Since there is a delay in
receiving the reward, the TD error formulation used in Equation
3.3.2.1 is used for updating the value of the states (denoting the
discounted expectation of reward from a particular number of
patches in a panel). The action of removing certain patches from
a panel actually leads to another resultant state with a reduced
number of patches. Hence at any particular “t” the resultant states
of white and yellow panels are compared for action selection.
While the value function is updated using Equation 3.3.2.2, the
risk function is updated as in Equations 3.3.2.3, 3.3.2.4. The agent
is then made to choose between the utility functions given by
Equation 3.3.2.5 of both the panels at time, t. Eventually the panel
that is completely exposed is labeled as selected for a particular
trial.

δt = rt + 1 + γ Qt (st + 1) − Qt (st) (3.3.2.1)

Qt + 1(st) = Qt(st) + ηQδt (3.3.2.2)

ht + 1(st) = ht(st) + ηhξt (3.3.2.3)

ξt = δ2
t − ht(st) (3.3.2.4)

Ut(st) = Qt(st) − αsign(Qt(st))
√

ht(st) (3.3.2.5)

Results
In Figure 3A, for sample values of γ = (0.5, 0.6, 0.7) used in
Equation 3.3.2.1, the probability of selecting larger reward is
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plotted as a function of α. Note that for constant γ , the proba-
bility of selecting delayed reward increases with α. The β used to
report the Figure 3 is 20. The change of value (Q) and risk func-
tion (h) as a function of the states, s (# of black patches) of each
panel is shown in Supplementary material for various values of
γ . If α is interpreted as 5HT level, delayed deterministic reward
choices are favored at higher 5HT levels. Thus α in our model
effectively captures the role of γ in the experiment of Tanaka
et al. (2007) for functionally representing the action of 5HT in
the striatum of BG. In addition, a trend of increasing differences
between the utilities of the yellow and the white panels as a func-
tion of the state, st , could be seen on increasing the value of α

(Figure 3B). This is similar to the increasing differences of value
functions for states, st , between the yellow and white panels on
increasing the value of γ (Figure 3B, Supplementary material).
These differences in values / utilities are of prime importance
for deciding the exploration/exploitation type of behavior by any
policy such as that in Equation 2.9.

Our goal in the Section Time Scale of Reward Prediction
and Serotonin is to relate our model’s serotonin correlate (α in
Equation 2.8) to that proposed in experiment of Tanaka et al.
(2007) (γ as in Equation 2.2) in striatum. The differential activity
of striatum observed in fMRI of the subjects in different tryp-
tophan conditions was indeed modeled in Tanaka et al. (2007)
via value functions (Equations 2.2–2.3) with different γ values.

FIGURE 3 | (A) Selection of the long term reward as a function of α.
Increasing γ increased the frequency of selecting the larger and more
delayed reward. Increasing α also gave similar results for a fixed γ .
(B) Differences in the utilities (U) between the yellow and white panels
averaged across trials for the states, st , as a function of γ and α. Here
N = 2000.

Specifically, the value generated by a lower (higher) γ value bet-
ter modeled the striatal activity following tryptophan depletion
(excess tryptophan). An increase in γ results in a value distribu-
tion, which when expressed with a particular value of β (Equation
2.9), would increase the probability of selecting the delayed but
larger rewards (Sutton and Barto, 1998). Note that the subjects in
Tanaka et al. (2007) show no great preference to one action over
the other, though the striatal activity levels in subjects show sen-
sitivity to γ values. This could be because action selection is not
singularly influenced by the striatum and is probably influenced
by downstream structures like GPi (Globus Pallidus—interna),
or parallel structures like STN (SubThalamic Nucleus) and GPe
(Globus Pallidus—externa) (Chakravarthy et al., 2010). Doya
(2002) suggested that the randomness in action selection, which
has been parametrized by β (Equation 2.9) in RL models, can be
correlated by the effect of norepinephrine on the Pallidum. Thus
for sufficiently small β, it is possible to obtain equal probability
of action selection, though the corresponding utilities might suf-
ficiently different. The focus of this section is to draw analogies
between the discount parameter γ of classical RL models, and
α parameter in our utility-based model, as substrates for 5HT
function in striatum.

REWARD/PUNISHMENT PREDICTION LEARNING AND SEROTONIN
Experiment summary
The ability to differentially learn and update action selection by
reward and punishment feedback is shown to change on alter-
ing the tryptophan levels in subjects. We model a deterministic
reversal learning task (Cools et al., 2008; Robinson et al., 2012)
in which the subjects were presented with two stimuli, one asso-
ciated with reward and the other with punishment. On each
trial, the subjects had to predict whether the highlighted stimulus
would lead to reward or punishment response. The subjects were
tested in either a balanced or a depleted tryptophan levels (drink),
on their association of the stimulus to the corresponding action
at any time. Erroneous trials were followed by the same stimulus
till it has been predicted by the subject correctly and the same is
adopted in the simulations too. Trials were grouped into blocks.
Each subject performed 4 experimental blocks, which were pre-
ceded by a practice block in order to familiarize the subject with
the task. Each experimental block consisted of an acquisition stage
followed by a variable number of reversal stages. One of two
possible experimental conditions was applied to each block. The
experimental conditions were: unexpected reward (punishment)
condition where a stimulus previously associated with punish-
ment (reward) becomes rewarding (punishing). Since there are
4 blocks of trials, there were two blocks for each condition.
Performance of the subjects in the non-reversal trials was eval-
uated as a function of—(a) drink and condition (unexpected
reward/unexpected punishment), and (b) drink and outcome
(reward/punishment) trial type. Results showed that performance
did not vary significantly with condition in both balanced and
tryptophan depleted cases. Errors were fewer for tryptophan
depleted cases than balanced cases in both conditions. Specifically,
errors were fewer for punishment-prediction trials compared
to reward-prediction trials in tryptophan-depleted cases. Thus
the experiment suggests that tryptophan-depletion selectively

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 47 | 6

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Balasubramani et al. Reconciling 5HT-DA theories in BG

enhances punishment-prediction relative to reward-prediction.
Please refer (Cools et al., 2008) for a detailed explanation of the
experimental setup and results.

Simulation
We model the two stimuli as states, s (s ∈ {s1, s2}), and the
response of associating a stimulus to reward or punishment as
action, a (action a ∈ {

a1 = reward, a2 = punishment
}

). At any
particular trial, t, the rewarding association is coded by rt = +1,
and the punitive association is coded by rt = −1. This is treated
as an immediate reward problem and the TD error calculation
in Equation 2.5 is used. As in the experiments, three types of
trials are simulated as follows: non-reversal trials in which the
association of a stimulus—response pair is learnt; reversal trials
in which the change of the learnt association is triggered; and
the switch trials where the reversed associations are tested follow-
ing the reversal trials. The setup followed is similar to that of the
experiment: The maximum numbers of reversal stages per exper-
imental block are 16, with each stage to continue till the correct
responses fall in the range of (5–9). The block terminates auto-
matically after 120. There are two blocks in each condition, and
hence a total of 480 trials (4 blocks) conducted per agent. The
design of the experiment has an inbuilt complementarity in the
association of the actions to a particular stimulus (increasing the
action value of a1 for a stimulus, s, decreases the same of a2 to s)
and that of the stimuli to a particular action (increasing the action
value of s1 to a decreases the same for s2 to a). Hence in the sim-
ulations, the action values associated [Qt(st, at) as in Equation
2.3] with the two actions [Q(s, at) and Q(st ,a2)] for any particu-
lar state ’s’ are simulated to be complimentary (Equation 3.4.2.1)
at any trial “t.”

Q(s, a1) = −Q(s, a2) (3.4.2.1)

The action values of the two stimuli, s, [Q(s1, a) and Q(s2,a)]
mapped to the same action, a are also complimentary (Equation
3.4.2.2) at any trial “t.”

Q(s1, a) = −Q(s2, a) (3.4.2.2)

Hence, only one out of the four value functions [Q(s1, a1), Q(s1,
a2), Q(s2, a1), Q(s2, a2),] are learnt by training while the other
3 are set by the complementarity rules to capture the experi-
mental design. We assume that such a complementarity could be
learnt during the initial practice block that facilitated familiarity.
The action (response) selection is by setting the β of the policy
Equation 2.9 optimized to 10, and executing the same policy on
the utilities (Equation 2.8) of the two responses (a) for any given
stimulus (s) at a trial (t). The risk functions for the same are given
by Equation 2.6.

Results
In the non-reversal trials, all the errors with respect to the
drink and the condition (viz., unexpected reward and unexpected
punishment) are featured in the Figure 5. The errors with respect
to the drink and the outcome (viz., reward and punishment pre-
diction errors) in both conditions are shown in Figure 4. Our

results (Figure 4: sims values) show that the reward prediction
error in the simulations does not vary much from the balanced
(optimized α = 0.5 representing control tryptophan) condition
to the tryptophan depleted (represented by optimized α = 0.3)
condition, but the punishment prediction error decreases thereby
matching the experimental results [Figure 4: expt values adapted
from Cools et al. (2008). The errors in unexpectedly rewarding
and punitive trials are obtained to be the same in both the bal-
anced and tryptophan depleted cases (Figure 5: sims values) again
matching with the experiment [Figure 5: expt values adapted
from Cools et al. (2008)]. Therefore, increased 5HT levels in bal-
anced condition are seen promoting the inhibition of responses to
punishing outcomes as proposed by Cools et al. (2008). Reducing
5HT via tryptophan depletion then removes this inhibition. We
can see a similar result from (Figures 4, 5) depicting balanced
(α = 0.5) and the tryptophan depleted (α = 0.3) conditions.
Sign(Qt) term in Equation (3.3.2.5) plays a crucial role in this
differential response to gains (rewards) and losses (punishments)
(analysis of the results on removing the Sign(Qt) term is provided
in Supplementary material). As the data is in the form of counts,
the errors are reported as SQRT (error counts) (Cools et al., 2008)
in Figures 4, 5.

DISCUSSION
MAIN FINDINGS OF THE MODEL
Reinforcement Learning framework has been used extensively
to model the function of basal ganglia (Frank et al., 2007;
Chakravarthy et al., 2010; Krishnan et al., 2011; Kalva et al.,
2012). The starting point of our model was to understand the
contributions of serotonin in BG function (Tanaka et al., 2009;
Boureau and Dayan, 2011). We use the notion of risk, since
serotonin is shown to be associated with risk sensitivity. Some
instances are as follows: On presentation of the choices with
risky and safe rewards, the reduction of central serotonin levels
favor the selection of risky choices comparative to the baseline
levels (Long et al., 2009). The non-linearity in risk-based deci-
sion making—risk aversivity in the case of the gains and risk
seeking in the case of losses, is postulated to be affected by
central serotonin levels (Murphy et al., 2009). Negative affec-
tive behavior such as depression, anxiety and other behavior
such as impulsivity caused due to the reduction of the central
serotonin levels, is argued to be a risky choice selection in a
risk based decision making framework (Dayan and Huys, 2008).
Based on the putative link between serotonin function and risk
sensitivity, we have extended the classical RL approach of pol-
icy execution using the utility function (Equation 2.8) instead
of value function. The utility function combines value function
with risk function. We propose that the weightage (α) that com-
bines value and risk in the utility function represents serotonin
(5HT) functioning in BG. Using this formulation, we show that
three different experimental paradigms instantiating diverse the-
ories of serotonin function in the BG can be explained under a
single framework.

The proposed model is applied to different experimental
paradigms. The first is a bee foraging task in which bees choose
between yellow and blue flowers based on the associated risk
(Real, 1981). The proposal model is applied to this simple
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FIGURE 4 | The mean number of errors in non-switch trials (A) as a

function of “α” and outcome trial type; “α = 0.5” (balanced) and

“α = 0.3” (Tryptophan depletion). Error bars represent standard errors of
the difference as a function of “α” in simulation for size “N” = 100 (Sims).

(B) Experimental error percentages adapted from Cools et al. (2008). Error
bars represent standard errors as a function of drink in experiment (Expt). The
results in (B) were reported after the exclusion of the trials from the
acquisition stage of each block.

FIGURE 5 | The mean number of errors in non-switch trials as a

function condition; Simulation (sims): “α = 0.5” (balanced) and

“α = 0.3” (Tryptophan depletion). Experimental (Expt) results adapted
from Cools et al. (2008). Error bars represent standard errors either as a
function of drink in experiment, or α in simulation for size “N” = 100.

instance of risk based decision making, though the experiment
does not particularly relate to DA and 5HT signaling. The risk
sensitivity reported in the bee foraging experiment is predicted
by our model (for α = 1) accurately.

Next we model experiments dealing with various functions
of 5HT. One such experiment links 5HT levels to risky behav-
ior. Experiments by Long et al. (2009); Murphy et al. (2009)
discuss associating 5HT levels to non-linear risk sensitivity in
gains and losses. In our study, we model a classic experiment
by Long et al. (2009) describing the risk sensitivity in monkeys
on depleting 5HT level. With our model, the effect of increased
risk-seeking behavior in RTD condition is captured with param-
eter α = 1.658 and the baseline condition with α = 1.985. This
result shows that our model’s 5HT-correlate “α” can control risk
sensitivity.

The third experiment is a reward prediction problem (Tanaka
et al., 2009) associating 5HT to the time scale of prediction.
Herein the subjects chose between a smaller short-term reward
and a larger long-term reward. Our modeling results show that
for a fixed γ , increasing α increases the probability of choosing
the larger, long-term reward. Since higher α denotes higher 5HT
level, the model corroborates the experimental result, suggesting

that our model’s 5HT-correlate “α” behaves similar to the time
scale of reward prediction.

Finally the fourth experiment is to show the differential effect
of 5HT on the sensitivity to reward and punishment predic-
tion errors. Under conditions of balanced 5HT (α = 0.5), the
model is less sensitive to punishment and commits more errors
in predicting punishment; this trend is rectified in depleted 5HT
(α = 0.3) condition. For numerical analysis of reward and pun-
ishment prediction error, the experiment by Cools et al. (2008)
did not take the acquisition trials into consideration. However,
these trials serve to learn the initial association between stimulus
and response. They also act as a base for the forthcoming reversal
and switch trials and are hence taken into analysis in our simu-
lation. This differential effect shown by the model 5HT-correlate
“α” toward punishment corroborates the experimental evidence
linking 5HT to adverse behavior exhibited in psychological disor-
ders like depression and anxiety (Cools et al., 2008, 2011; Boureau
and Dayan, 2011).

Simulation results thus show that the proposed model of 5HT
function in BG reconciles three diverse existing theories on the
subject: (1) risk-based decision making, (2) time-scale of reward
prediction and (3) punishment sensitivity. To our knowledge this
is the first model that can reconcile the diverse roles of serotonin
under a simple and single framework.

SIGNIFICANCE OF SIGN(Qt)
The sign(Qt) term presented in the modified formulation of util-
ity function (Equation 2.8) denotes the preference for risk in a
given context of the experiment. At high mean reward values
humans are found to be risk-averse, whereas at low mean reward
values they are risk-seeking (Kahneman and Tversky, 1979). In
neuroeconomic experiments, this risk preference is statistically
determined, for example, by maximizing the log likelihood of
the decisions (D’acremont et al., 2009). Though this method esti-
mates the risk preference subjectively, it is derived from decisions
made throughout the experiment. The use of sign(Qt) in our
model takes into account the variation of the subjective risk pref-
erence, according to the expected cumulative reward outcomes
observed within an experiment. The significance of this term
in the formula of modified utility (Equation 2.8) can be seen
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from the Supplementary material. This Supplementary material
presents the results of simulating the experiment by Cools et al.
(2008) with an altered model having no sign(Qt) term in the util-
ity function of Equation (2.8). The mean number of errors does
not vary as a function of both trial type and condition, for dif-
ferent values of “α,” contrary to what happens in the experiment.
Thus sign(Qt)term is essential for simulating the results of Cools
et al. (2008). Such a behavior of nonlinear risk sensitivity has been
shown to be modulated by 5HT in various experiments (Long
et al., 2009; Murphy et al., 2009), which further strengthens our
proposal of introducing the term sign(Qt) in Equation (2.8).

5HT-DA INTERACTION IN THE “RISK” COMPONENT OF DECISION
MAKING
The risk part of the utility function (Equation 2.8) has three
components: α, sign(Qt)and

√
ht . While “α” represents 5HT,

the remaining two components are dependent on “δ” or DA.
Thus the proposed model of risk computation postulates a com-
plex interaction between DA and 5HT. In neurobiology, complex
interactions are indeed seen to exist between DA and 5HT (Di
Matteo et al., 2008a,b) at the cellular level that are not detailed
in this present abstract model. The 5HT afferents from dorsal
raphe nucleus differentially modulate the DA neurons in SNc
and ventral tegmental area (VTA) (Gervais and Rouillard, 2000).
The 5HT projections act via specific receptor subtypes in the DA
neurons. Action of 5HT 1A, 5HT 1B, 5HT 2A, 5HT 3, 5HT 4
agonists facilitate dopaminergic release, whereas 5HT 2C ago-
nists inhibit the same. Selective serotonin reuptake inhibitors are
known to reduce the spontaneous activity of DA neurons in VTA
(Di Mascio et al., 1998; Alex and Pehek, 2007; Di Giovanni et al.,
2008). The 5HT neurons in Dorsal Raphe nucleus also receive
dense DA innervations from midbrain DA neurons (Ferre et al.,
1994) and express D2R (Suzuki et al., 1998).

CONTRIBUTIONS FROM EXISTING MODELS
The previous models on 5HT seem to focus on individual func-
tions of 5HT in isolation without reconciling them in a single
framework. Most of them consider 5HT as a neuromodulator
mediating aversive outcomes (Daw et al., 2002; Boureau and
Dayan, 2011; Cools et al., 2011). Some describe 5HT as a con-
troller of time-scale in prediction of rewards (Tanaka et al., 2007),
and as a modulator that associates the aversive outcomes to past
actions (Tanaka et al., 2009). Psychological disorders associated
with lowered 5HT levels, such as impulsivity and negative moods,
have also been studied by the existing models on 5HT. They infer
impulsivity to be the result of increased short term reward pre-
diction (Tanaka et al., 2007), and negative moods to increased
punishment sensitivity, respectively (Cools et al., 2011; Robinson
et al., 2012). Such observation may then be captured in our model
by assessing the risk involved in the task and by controlling the
“α” (5HT) parameter.

STUDY PREDICTIONS AND FUTURE WORK
Our proposed unified model is an abstract mathematical model,
aimed at explaining a range of behavioral effects of 5HT. It is
only a preliminary model that uses a modified RL framework and
explains the role of 5HT and DA in the BG. It focuses mainly

on risk computation and the role of nigrostriatal DA signal in
shaping the learning of risk and value in BG. Ideally, a convinc-
ing model of utility computation in BG should go beyond the
5HT-DA interaction in the abstract representation of the value
and the risk quantities and demonstrate how the utility com-
putation would be carried out by the neurobiological correlates
in BG.

In classical Actor-Critic approaches to modeling BG function,
value computation is thought to occur in striatum (Joel et al.,
2002). There is evidence from functional imaging that supports
this theory (O’doherty et al., 2006). There is strong evidence
for the existence of DA-modulated plasticity in corticostriatal
connections, an effect that is necessary to account for value com-
putation in the medium spiny neurons (MSNs) of striatum (see
review by Kötter and Wickens, 1998). The idea that MSNs are
probably cellular substrates for value computation has found its
place in recent modeling literature (Morita et al., 2012).

Starting from the fact that the effect of DA on the
D1-expressing MSNs of the striatum is to increase the firing rate
(by having an increasing gain as a function of δ), it has been
shown in a computational model of BG that these D1-expressing
MSNs are capable of computing value (Krishnan et al., 2011).
Just as D1R-expressing MSNs are thought to be cellular substrates
for value computation in the striatum (Kötter and Wickens,
1998; O’doherty et al., 2006; Krishnan et al., 2011; Morita et al.,
2012), we propose that D1D2-coexpressing MSNs can be the
cellular correlates for risk computation. We have already devel-
oped a network model of BG in which risk is computed by
D1D2-coexpressing neurons in the striatum, while value is com-
puted by D1-expressing medium spiny neuron (unpublished).
Just are neurons that compute value function (Equations 2.3–2.4)
require monotonically increasing gain as a function of δ in
the MSNs, risk function (Equations 2.6–2.7) would require a
“U-shaped” gain function as a function of δ. It is plausible
that these risk-type of gain functions would then probably be
exhibited by neurons that coexpress both the D1-like gain func-
tion that increases as with δ, and D2-like gain function that
decreases with δ (Servan-Schreiber et al., 1990; Moyer et al.,
2007; Thurley et al., 2008; Humphries et al., 2009). Interestingly
about 59% neurons in Globus Pallidus and 20–30% in ven-
tral striatum coexpress D1R and D2R (Perreault et al., 2010).
Even among the MSNs of the striatum, the proportion of D1R-
D2R co-expressing neurons are greater in ventral striatal MSNs
(17% in shell) compared to 5% in dorsal striatum (Surmeier
et al., 1996; Bertran-Gonzalez et al., 2008). Some studies also
point out that around 70% of the MSNs in striatum coexpress
the D1 and the D2 type receptors (Surmeier et al., 1996). The
ventral striatum also mediates risk sensitivity in action selec-
tion (Stopper and Floresco, 2011), the latencies of response,
and the sensitivity to the magnitude of the rewards (Acheson
et al., 2006; Floresco et al., 2006). This encourages us to predict
a link between the risk-based functioning of the ventral stria-
tum and the significant presence of the co-expressing D1R-D2R
neurons here. We would also like to explore the plausibility of
the functioning of D1R-D2R co-expressing neurons to the com-
putation of the risk function and the selective modulation of
serotonin on these risk computing neurons in future. We predict
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therefore that selective loss of these co-expressing neurons would
make the subject less sensitive to the risk component of the
environment.

The role of serotonin in reward and punishment sensitivity of
PD subjects could also be analyzed using our proposed modeling
approach. In experiments where reward/punishment sensitivity
of PD subjects was studied, PD patients ON DA medication
showed an increased reward sensitivity compared to PD OFF sub-
jects who showed increased punishment sensitivity (Frank et al.,
2007; Bodi et al., 2009). Our proposed model, in which serotonin
controls the weightage of risk, is expected to account for the afore-
mentioned experimental results. Preliminary work on application
of the proposed model to the study of (Bodi et al., 2009) gave
encouraging results (unpublished).

In connection with the neurobiological correlate of the -
sign(Qt) term, the aforementioned discussion suggests a general,
complex interaction between DA and 5HT signals. But as a spe-
cific circuit that can form the basis for the -sign(Qt) term in
Equation 2.8, we invoke the circuitry that links habenula with
striatum. Habenula is a structure that is thought to be involved
in brain’s responses to reward, pain and anxiety (Lecourtier and
Kelly, 2007; Hikosaka, 2010). It gained importance for its inter-
actions with the DA and 5HT systems (Lecourtier and Kelly,
2007; Hikosaka, 2010). It is a small structure located near the
posterior-dorsal-medial end of thalamus. It is divided into medial
habenula (MHb) and lateral habenula (LHb). Striatum (in partic-
ular D1R containing striosome) and LHb are thought to form a
negative feedback loop [LHb→Rostromedial Tegmental Nucleus
(RMTg)→VTA/SNc→Striatum→Globus Pallidus→LHb], not
via direct connections but via intermediaries (Lecourtier and
Kelly, 2007; Hikosaka, 2010). Activation of LHb neurons inhibits
the DA cells of VTA and SNc. This DA is also known to have
a special action on MSNs as follows. Activation of D1 recep-
tors is known to enhance (suppress) the activation of MSNs
if the prior membrane state is depolarized (polarized) (Flores-
Hernandez et al., 2002). However, we do not know if the
action of DA on the hypothesized risk computing D1–D2 co-
expressing neurons is one of the stabilizers of the pre-existing
state. Based on the data reviewed above, we plan to develop
a model in which D1-expressing MSNs whose activity repre-
sents value, act on D1R-D2R co-expressing MSNs via habe-
nula, by an interaction term that can be roughly described
by—sign(Qt).

Finally, a theory of 5HT and DA in the BG must go beyond
the striatum since 5HT innervations in the BG are not con-
fined to striatum, but include GPe, SNc, and PPN (Wallman
et al., 2011). We plan to elucidate the role of 5HT and DA
in these other nuclei of the BG through a more complete net-
work model in our future. The suggested roles of DA in the
BG include, (1) plasticity of corticostriatal connections, (2)
switching between DP and IP by striatal DA, and (3) modu-
lating the exploratory drive arising from the STN-GPe system
(Chakravarthy et al., 2010; Kalva et al., 2012). Analogously, a com-
prehensive theory of 5HT and DA in the BG is planned to be
developed. The theory might shed light on the role of 5HT in
some of the key functions of the BG viz., action selection/decision
making.

SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found
online at: http://www.frontiersin.org/journal/10.3389/fncom.
2014.00047/abstract

REFERENCES
Acheson, A., Farrar, A. M., Patak, M., Hausknecht, K. A., Kieres, A. K., Choi,

S., et al. (2006). Nucleus accumbens lesions decrease sensitivity to rapid
changes in the delay to reinforcement. Behav. Brain Res. 173, 217–228. doi:
10.1016/j.bbr.2006.06.024

Alex, K. D., and Pehek, E. A. (2007). Pharmacologic mechanisms of serotonergic
regulation of dopamine neurotransmission. Pharmacol. Ther. 113, 296–320. doi:
10.1016/j.pharmthera.2006.08.004

Angiolillo, P. J., and Vanderkooi, J. M. (1996). Hydrogen atoms are produced when
tryptophan within a protein is irradiated with ultraviolet light. Photochem.
Photobiol. 64, 492–495. doi: 10.1111/j.1751-1097.1996.tb03095.x

Azmitia, E. C. (1999). Serotonin neurons, neuroplasticity, and homeostasis of
neural tissue. Neuropsychopharmacology 21, 33S–45S. doi: 10.1016/S0893-
133X(99)00022-6

Azmitia, E. C. (2001). Modern views on an ancient chemical: serotonin effects on
cell proliferation, maturation, and apoptosis. Brain Res. Bull. 56, 413–424. doi:
10.1016/S0361-9230(01)00614-1

Bell, D. E. (1995). Risk,return and utility. Manage. Sci. 41, 23–30. doi:
10.1287/mnsc.41.1.23

Bertler, A., and Rosengren, E. (1966). Possible role of brain dopamine. Pharmacol.
Rev. 18, 769–773.

Bertran-Gonzalez, J., Bosch, C., Maroteaux, M., Matamales, M., Herve, D., Valjent,
E., et al. (2008). Opposing patterns of signaling activation in dopamine D1 and
D2 receptor-expressing striatal neurons in response to cocaine and haloperidol.
J. Neurosci. 28, 5671–5685. doi: 10.1523/JNEUROSCI.1039-08.2008

Bodi, N., Keri, S., Nagy, H., Moustafa, A., Myers, C. E., Daw, N., et al. (2009).
Reward-learning and the novelty-seeking personality: a between- and within-
subjects study of the effects of dopamine agonists on young Parkinson’s patients.
Brain 132, 2385–2395. doi: 10.1093/brain/awp094

Boureau, Y. L., and Dayan, P. (2011). Opponency revisited: competition and coop-
eration between dopamine and serotonin. Neuropsychopharmacology 36, 74–97.
doi: 10.1038/npp.2010.151

Chakravarthy, V. S., Joseph, D., and Bapi, R. S. (2010). What do the basal ganglia
do? A modeling perspective. Biol. Cybern. 103, 237–253. doi: 10.1007/s00422-
010-0401-y

Chao, M. Y., Komatsu, H., Fukuto, H. S., Dionne, H. M., and Hart, A. C. (2004).
Feeding status and serotonin rapidly and reversibly modulate a Caenorhabditis
elegans chemosensory circuit. Proc. Natl. Acad. Sci. U.S.A. 101, 15512–15517.
doi: 10.1073/pnas.0403369101

Cools, R., Nakamura, K., and Daw, N. D. (2011). Serotonin and dopamine: unify-
ing affective, activational, and decision functions. Neuropsychopharmacology 36,
98–113. doi: 10.1038/npp.2010.121

Cools, R., Robinson, O. J., and Sahakian, B. (2008). Acute tryptophan deple-
tion in healthy volunteers enhances punishment prediction but does not
affect reward prediction. Neuropsychopharmacology 33, 2291–2299. doi:
10.1038/sj.npp.1301598

D’acremont, M., Lu, Z. L., Li, X., Van Der Linden, M., and Bechara, A. (2009).
Neural correlates of risk prediction error during reinforcement learning in
humans. Neuroimage 47, 1929–1939. doi: 10.1016/j.neuroimage.2009.04.096

Daw, N. D., Kakade, S., and Dayan, P. (2002). Opponent interactions between
serotonin and dopamine. Neural Netw. 15, 603–616. doi: 10.1016/S0893-
6080(02)00052-7

Dayan, P., and Huys, Q. J. (2008). Serotonin, inhibition, and negative mood. PLoS
Comput. Biol. 4:e4. doi: 10.1371/journal.pcbi.0040004

Di Giovanni, G., Di Matteo, V., Pierucci, M., and Esposito, E. (2008). Serotonin–
dopamine interaction: electrophysiological evidence. Prog. Brain Res. 172,
45–71. doi: 10.1016/S0079-6123(08)00903-5

Di Mascio, M., Di Giovanni, G., Di Matteo, V., Prisco, S., and Esposito, E.
(1998). Selective serotonin reuptake inhibitors reduce the spontaneous activ-
ity of dopaminergic neurons in the ventral tegmental area. Brain Res. Bull. 46,
547–554. doi: 10.1016/S0361-9230(98)00054-9

Di Matteo, V., Di Giovanni, G., Pierucci, M., and Esposito, E. (2008a).
Serotonin control of central dopaminergic function: focus on in vivo

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 47 | 10

http://www.frontiersin.org/journal/10.3389/fncom.2014.00047/abstract
http://www.frontiersin.org/journal/10.3389/fncom.2014.00047/abstract
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Balasubramani et al. Reconciling 5HT-DA theories in BG

microdialysis studies. Prog. Brain Res. 172, 7–44. doi: 10.1016/S0079-6123(08)
00902-3

Di Matteo, V., Pierucci, M., Esposito, E., Crescimanno, G., Benigno, A., and Di
Giovanni, G. (2008b). Serotonin modulation of the basal ganglia circuitry: ther-
apeutic implication for Parkinson’s disease and other motor disorders. Prog.
Brain Res. 172, 423–463. doi: 10.1016/S0079-6123(08)00921-7

Doya, K. (2002). Metalearning and neuromodulation. Neural Netw. 15, 495–506.
doi: 10.1016/S0893-6080(02)00044-8

Ferre, S., Cortes, R., and Artigas, F. (1994). Dopaminergic regulation of the sero-
tonergic raphe-striatal pathway: microdialysis studies in freely moving rats.
J. Neurosci. 14, 4839–4846.

Flores-Hernandez, J., Cepeda, C., Hernandez-Echeagaray, E., Calvert, C. R., Jokel,
E. S., Fienberg, A. A., et al. (2002). Dopamine enhancement of NMDA currents
in dissociated medium-sized striatal neurons: role of D1 receptors and DARPP-
32. J. Neurophysiol. 88, 3010–3020. doi: 10.1152/jn.00361.2002

Floresco, S. B., Ghods-Sharifi, S., Vexelman, C., and Magyar, O. (2006). Dissociable
roles for the nucleus accumbens core and shell in regulating set shifting.
J. Neurosci. 26, 2449–2457. doi: 10.1523/JNEUROSCI.4431-05.2006

Frank, M. J., Samanta, J., Moustafa, A. A., and Sherman, S. J. (2007). Hold your
horses: impulsivity, deep brain stimulation, and medication in parkinsonism.
Science 318, 1309–1312. doi: 10.1126/science.1146157

Gervais, J., and Rouillard, C. (2000). Dorsal raphe stimulation differen-
tially modulates dopaminergic neurons in the ventral tegmental area
and substantia nigra. Synapse 35, 281–291. doi: 10.1002/(SICI)1098-
2396(20000315)35:4&lt;281::AID-SYN6&gt;3.0.CO;2-A

Gillette, R. (2006). Evolution and function in serotonergic systems. Integr. Comp.
Biol. 46, 838–846. doi: 10.1093/icb/icl024

Goetz, C. G., Chmura, T. A., and Lanska, D. J. (2001). Seminal figures in the history
of movement disorders: sydenham, Parkinson, and Charcot: Part 6 of the MDS-
sponsored history of movement disorders exhibit, Barcelona, June 2000. Mov.
Disord. 16, 537–540. doi: 10.1002/mds.1113

Goldberg, D. E. (1989). Genetic Algorithms in Search Optimization and Machine
Learning. Boston, MA: Addison-Wesley Longman Publishing Co.

Halford, J. C., Harrold, J. A., Lawton, C. L., and Blundell, J. E. (2005). Serotonin (5-
HT) drugs: effects on appetite expression and use for the treatment of obesity.
Curr. Drug Targets 6, 201–213. doi: 10.2174/1389450053174550

He, Q., Xue, G., Chen, C., Lu, Z., Dong, Q., Lei, X., et al. (2010). Serotonin
transporter gene-linked polymorphic region (5-HTTLPR) influences decision
making under ambiguity and risk in a large Chinese sample. Neuropharmacology
59, 518–526. doi: 10.1016/j.neuropharm.2010.07.008

Hikosaka, O. (2010). The habenula: from stress evasion to value-based decision-
making. Nat. Rev. Neurosci. 11, 503–513. doi: 10.1038/nrn2866

Humphries, M. D., Lepora, N., Wood, R., and Gurney, K. (2009). Capturing
dopaminergic modulation and bimodal membrane behaviour of striatal
medium spiny neurons in accurate, reduced models. Front. Comput. Neurosci.
3:26. doi: 10.3389/neuro.10.026.2009

Joel, D., Niv, Y., and Ruppin, E. (2002). Actor-critic models of the basal ganglia:
new anatomical and computational perspectives. Neural Netw. 15, 535–547. doi:
10.1016/S0893-6080(02)00047-3

Kahneman, D., and Tversky, A. (1979). Prospect theory: an analysis of decision
under risk. Econometrica 47, 263–292. doi: 10.2307/1914185

Kalva, S. K., Rengaswamy, M., Chakravarthy, V. S., and Gupte, N. (2012). On the
neural substrates for exploratory dynamics in basal ganglia: a model. Neural
Netw. 32, 65–73. doi: 10.1016/j.neunet.2012.02.031

Kötter, R., and Wickens, J. (1998). Striatal mechanisms in Parkinson’s disease:
new insights from computer modeling. Artif. Intell. Med. 13, 37–55. doi:
10.1016/S0933-3657(98)00003-7

Kravitz, E. A. (2000). Serotonin and aggression: insights gained from a lobster
model system and speculations on the role of amine neurons in a complex
behavior. J. Comp. Physiol. A 186, 221–238. doi: 10.1007/s003590050423

Krishnan, R., Ratnadurai, S., Subramanian, D., Chakravarthy, V. S., and
Rengaswamy, M. (2011). Modeling the role of basal ganglia in saccade gen-
eration: is the indirect pathway the explorer? Neural Netw. 24, 801–813. doi:
10.1016/j.neunet.2011.06.002

Kuhnen, C. M., Samanez-Larkin, G. R., and Knutson, B. (2013). Serotonergic
Genotypes, Neuroticism, and Financial Choices. PLoS ONE 8:e54632. doi:
10.1371/journal.pone.0054632

Lecourtier, L., and Kelly, P. H. (2007). A conductor hidden in the orchestra? Role
of the habenular complex in monoamine transmission and cognition.

Neurosci Biobehav. Rev. 31, 658–672. doi: 10.1016/j.neubiorev.2007.
01.004

Long, A. B., Kuhn, C. M., and Platt, M. L. (2009). Serotonin shapes risky
decision making in monkeys. Soc. Cogn. Affect. Neurosci. 4, 346–356. doi:
10.1093/scan/nsp020

Montague, P. R., Dayan, P., Person, C., and Sejnowski, T. J. (1995). Bee forag-
ing in uncertain environments using predictive hebbian learning. Nature 377,
725–728. doi: 10.1038/377725a0

Morita, K., Morishima, M., Sakai, K., and Kawaguchi, Y. (2012). Reinforcement
learning: computing the temporal difference of values via distinct corticostriatal
pathways. Trends Neurosci. 35, 457–467. doi: 10.1016/j.tins.2012.04.009

Moyer, J. T., Wolf, J. A., and Finkel, L. H. (2007). Effects of dopaminergic modula-
tion on the integrative properties of the ventral striatal medium spiny neuron.
J. Neurophysiol. 98, 3731–3748. doi: 10.1152/jn.00335.2007

Murphy, S. E., Longhitano, C., Ayres, R. E., Cowen, P. J., Harmer, C. J., and Rogers,
R. D. (2009). The role of serotonin in nonnormative risky choice: the effects of
tryptophan supplements on the “reflection effect” in healthy adult volunteers.
J. Cogn. Neurosci. 21, 1709–1719. doi: 10.1162/jocn.2009.21122

O’doherty, J. P., Buchanan, T. W., Seymour, B., and Dolan, R. J. (2006).
Predictive neural coding of reward preference involves dissociable responses
in human ventral midbrain and ventral striatum. Neuron 49, 157–166. doi:
10.1016/j.neuron.2005.11.014

Perreault, M. L., Hasbi, A., Alijaniaram, M., Fan, T., Varghese, G., Fletcher,
P. J., et al. (2010). The dopamine D1-D2 receptor heteromer localizes
in dynorphin/enkephalin neurons: increased high affinity state following
amphetamine and in schizophrenia. J. Biol. Chem. 285, 36625–36634. doi:
10.1074/jbc.M110.159954

Preuschoff, K., Bossaerts, P., and Quartz, S. R. (2006). Neural differentiation of
expected reward and risk in human subcortical structures. Neuron 51, 381–390.
doi: 10.1016/j.neuron.2006.06.024

Real, L. A. (1981). Uncertainty and plant-pollinator interactions: the forag-
ing behavior of bees and wasps on artificial flowers. Ecology 62, 20–26 doi:
10.2307/1936663

Robinson, O. J., Cools, R., and Sahakian, B. J. (2012). Tryptophan deple-
tion disinhibits punishment but not reward prediction: implications for
resilience. Psychopharmacology (Berl). 219, 599–605. doi: 10.1007/s00213-011-
2410-5

Rogers, R. D. (2011). The roles of dopamine and serotonin in deci-
sion making: evidence from pharmacological experiments in humans.
Neuropsychopharmacology 36, 114–132. doi: 10.1038/npp.2010.165

Schultz, W. (1998). The phasic reward signal of primate dopamine neurons. Adv.
Pharmacol. 42, 686–690. doi: 10.1016/S1054-3589(08)60841-8

Schultz, W., Dayan, P., and Montague, P. R. (1997). A neural substrate of prediction
and reward. Science 275, 1593–1599. doi: 10.1126/science.275.5306.1593

Schulz, D. J., and Robinson, G. E. (1999). Biogenic amines and division of labor
in honey bee colonies: behaviorally related changes in the antennal lobes and
age-related changes in the mushroom bodies. J. Comp. Physiol. A 184, 481–488.
doi: 10.1007/s003590050348

Servan-Schreiber, D., Printz, H., and Cohen, J. D. (1990). A network model of
catecholamine effects: gain, signal-to-noise ratio, and behavior. Science 249,
892–895. doi: 10.1126/science.2392679

So, C. H., Verma, V., Alijaniaram, M., Cheng, R., Rashid, A. J., O’dowd, B.
F., et al. (2009). Calcium signaling by dopamine D5 receptor and D5-D2
receptor hetero-oligomers occurs by a mechanism distinct from that for
dopamine D1-D2 receptor hetero-oligomers. Mol. Pharmacol. 75, 843–854. doi:
10.1124/mol.108.051805

Stopper, C. M., and Floresco, S. B. (2011). Contributions of the nucleus accum-
bens and its subregions to different aspects of risk-based decision making. Cogn.
Affect. Behav. Neurosci. 11, 97–112. doi: 10.3758/s13415-010-0015-9

Surmeier, D. J., Song, W.-J., and Yan, Z. (1996). Coordinated expression of
dopamine receptors in neostriatal medium spiny neurons. J. Neurosci. 16,
6579–6591.

Sutton, R., and Barto, A. (1998). Reinforcement Learning: An Introduction. Adaptive
Computations and Machine Learning. Bradford: MIT Press.

Suzuki, M., Hurd, Y. L., Sokoloff, P., Schwartz, J. C., and Sedvall, G. (1998). D3
dopamine receptor mRNA is widely expressed in the human brain. Brain Res.
779, 58–74. doi: 10.1016/S0006-8993(97)01078-0

Tanaka, S. C., Schweighofer, N., Asahi, S., Shishida, K., Okamoto, Y., Yamawaki, S.,
et al. (2007). Serotonin differentially regulates short- and long-term prediction

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 47 | 11

http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive


Balasubramani et al. Reconciling 5HT-DA theories in BG

of rewards in the ventral and dorsal striatum. PLoS ONE 2:e1333. doi:
10.1371/journal.pone.0001333

Tanaka, S. C., Shishida, K., Schweighofer, N., Okamoto, Y., Yamawaki, S., and Doya,
K. (2009). Serotonin affects association of aversive outcomes to past actions.
J. Neurosci. 29, 15669–15674. doi: 10.1523/JNEUROSCI.2799-09.2009

Thurley, K., Senn, W., and Lüscher, H.-R. (2008). Dopamine increases the gain of
the input-output response of rat prefrontal pyramidal neurons. J. Neurophysiol.
99, 2985–2997. doi: 10.1152/jn.01098.2007

Tops, M., Russo, S., Boksem, M. A., and Tucker, D. M. (2009). Serotonin:
modulator of a drive to withdraw. Brain Cogn. 71, 427–436. doi:
10.1016/j.bandc.2009.03.009

Wagener-Hulme, C., Kuehn, J. C., Schulz, D. J., and Robinson, G. E. (1999).
Biogenic amines and division of labor in honey bee colonies. J. Comp. Physiol.
A 184, 471–479. doi: 10.1007/s003590050347

Wallman, M. J., Gagnon, D., and Parent, M. (2011). Serotonin innervation of
human basal ganglia. Eur. J. Neurosci. 33, 1519–1532. doi: 10.1111/j.1460-
9568.2011.07621.x

Zhong, S., Israel, S., Xue, H., Ebstein, R. P., and Chew, S. H. (2009a). Monoamine
oxidase A gene (MAOA) associated with attitude towards longshot risks. PLoS
ONE 4:e8516. doi: 10.1371/journal.pone.0008516

Zhong, S., Israel, S., Xue, H., Sham, P. C., Ebstein, R. P., and Chew, S. H.
(2009b). A neurochemical approach to valuation sensitivity over gains

and losses. Proc. R. Soc. B Biol. Sci. 276, 4181–4188. doi: 10.1098/rspb.20
09.1312

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 01 December 2013; accepted: 30 March 2014; published online: April
2014.
Citation: Balasubramani PP, Chakravarthy VS, Ravindran B and Moustafa AA
(2014) An extended reinforcement learning model of basal ganglia to understand the
contributions of serotonin and dopamine in risk-based decision making, reward pre-
diction, and punishment learning. Front. Comput. Neurosci. 8:47. doi: 10.3389/fncom.
2014.00047
This article was submitted to the journal Frontiers in Computational Neuroscience.
Copyright © 2014 Balasubramani, Chakravarthy, Ravindran and Moustafa. This
is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums
is permitted, provided the original author(s) or licensor are credited and that the orig-
inal publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these
terms.

Frontiers in Computational Neuroscience www.frontiersin.org April 2014 | Volume 8 | Article 47 | 12

16

http://dx.doi.org/10.3389/fncom.2014.00047
http://dx.doi.org/10.3389/fncom.2014.00047
http://dx.doi.org/10.3389/fncom.2014.00047
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive

	An extended reinforcement learning model of basal ganglia to understand the contributions of serotonin and dopamine in risk-based decision making, reward prediction, and punishment learning
	Introduction
	The Multiple Functions of Serotonin
	Prior Theoretical and Computational Abstract Models of Serotonin
	Our Model in Brief

	Methods
	Results
	Risk Sensitivity in BEE Foraging
	Experiment summary
	Simulation
	Results

	Risk Sensitivity and Rapid Tryptophan Depletion
	Experiment summary
	Simulation
	Results

	Time Scale of Reward Prediction and Serotonin
	Experiment summary
	Simulation
	Results

	Reward/Punishment Prediction Learning and Serotonin
	Experiment summary
	Simulation
	Results


	Discussion
	Main Findings of the Model
	Significance of Sign(Qt)
	5HT-DA Interaction in the ``risk'' Component of Decision Making
	Contributions from Existing Models
	Study Predictions and Future Work

	Supplementary Material
	References


