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the efficacy of the influenza vaccine in a real-word scenario. In particular, our model is a
SEIR-type epidemiological model, which distinguishes vaccinated and unvaccinated pop-
ulations. Mathematically, its dynamics is governed by a nonlinear system of ordinary
differential equations, where the non-linearity arises from the effective contacts between
susceptible and infected individuals. Two key aspects of this study is that we use a vaccine
distribution over time that is based on real data specific to the elderly people in the
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SEIR Valencian Community and the calibration process takes into account that over one influ-
Vaccine efficacy enza season a specific proportion of the population becomes infected with influenza. To
Influenza consider the effectiveness of the vaccine, the model incorporates a parameter, the vaccine
Valencian community attenuation factor, which is related with the vaccine efficacy against the influenza virus.

With this framework, in order to calibrate the model parameters and to obtain an influ-
enza vaccine efficacy estimation, we considered the 2016—2017 influenza season in the
Valencian Community, Spain, using the influenza reported cases of vaccinated and un-
vaccinated. In order to ensure the model identifiability, we choose to deterministically
calibrate the parameters for different scenarios and we find the one with the minimum
error in order to determine the vaccine efficacy. The calibration results suggest that the
influenza vaccine developed for 2016—2017 influenza season has an efficacy of approxi-
mately 76.7%, and that the risk of becoming infected is five times higher for an unvacci-
nated individual in comparison with a vaccinated one. This estimation partially agrees with
some previous studies related to the influenza vaccine. This study presents a new inte-
grated mathematical approach to study the influenza vaccine efficacy and gives further
insight into this important public health topic.
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1. Introduction

Every year, there are about a billion cases of seasonal influenza, with 3—5 million of those cases resulting in serious
disease, and from 290,000 to 650,000 respiratory fatalities caused by the disease. In underdeveloped nations, lower respi-
ratory tract infections caused by influenza account for 99% of mortality in children under the age of five. This impact is mainly
due to the high transmissibility of the influenza virus. Droplets harboring viruses, known as infectious droplets, are released
into the air when an infected person coughs or sneezes, and they can infect those nearby (World Health Organization (WHO),
2023). In congested locations like nursing homes and schools, seasonal influenza spreads even more quickly and easily. It has
also been observed that seasonal epidemics primarily happen in the winter in temperate areas, although influenza can recur
all year round in tropical places (Chadha et al., 2020; Gonzalez-Parra, Villanueva, Ruiz-Baragano, & Morano, 2015; Hirve et al.,
2016; Tamerius et al., 2011; Young & Chen, 2020; Yuan, Kramer, Lau, Cowling, & Yang, 2021). In order to decrease the number
of people infected by influenza, the World Health Organization (WHO) strongly recommends the annual vaccination of the
population. To date, is the most important resource to prevent influenza infections (World Health Organization (WHO), 2023).
However, the vaccine coverage is not high in all group ages, especially in older age groups (European Centre for Disease
Prevention and Control, 2018). This creates several public health problems, particularly for the elderly, as their mortality
rate from infection and flu-like illnesses is higher compared to that of younger people (Clar, Oseni, Flowers, Keshtkar-Jahromi,
& Rees, 2015; Warren-Gash, Smeeth, & Hayward, 2009). Some previous studies have investigated influenza vaccine hesitancy
and its consequences (Dombradi, Joo, Palla, Pollner, & Belicza, 2021; Fadl et al., 2023; Portero de la Cruz & Cebrino, 2020; Vila-
Candel et al., 2016).

Vaccination programs offer direct and indirect defense against infectious diseases. On the one hand, direct protection
reduces the likelihood that recipients of vaccinations may contract the disease or lessens the infectiousness of vaccinated
individuals in the event of breakthrough infections. On the other hand, indirect protection reduces transmission within the
community by lowering the rate of transmission for both vaccinated and unvaccinated individuals (Shim & Galvani, 2012).
Unfortunately, a problematic aspect of the influenza virus is its high mutability, which causes new virus strains to emerge
each season that coexist with previous ones. This fact makes it extremely difficult to find a vaccine valid for all seasons, and
requires that it must be changed every year. For this reason, each year, the WHO makes recommendations on the makeup of
influenza virus vaccines for the upcoming season based on an analysis of the circulating strains in the initial places where
outbreaks occur (World Health Organization (WHO), 2023). In particular, the WHO recommends vaccine updates in February
for the Northern Hemisphere and September for the Southern Hemisphere (Paules, Sullivan, Subbarao, & Fauci, 2018). Un-
fortunately, the random nature of the virus reassortment makes the spread of the virus and the appearance of other strains
uncertain. It has been mentioned in several studies that a universal seasonal vaccine that provides a broad cross-immunity
reduces the likelihood of pandemic emergence (Zhang et al., 2014). Moreover, the antigenic distance between the seasonal
circulating strains and the vaccine strains affects the vaccine efficacy (Morimoto & Takeishi, 2018). Thus, when the antigens in
an influenza vaccination are similar to those of circulating strains, the vaccine is more effective (Jefferson, Rivetti, Harnden, Di
Pietrantonj, & Demicheli, 2008; Morimoto & Takeishi, 2018; Paules et al., 2018; Tricco et al., 2013). There are always various
closely related influenza strains circulating and vaccines are designed taking into account antigenic and genetic character-
ization and forecasting which strains would circulate in the next season (Paules et al., 2018). Calculating the vaccine efficacy
after the influenza season ends (which typically occurs in April or May in the northern hemisphere) is highly recommended in
order to improve the vaccine development process, even though effectiveness can be studied (and measured) from different
points of view, and oftentimes there is a lack of reliable data.

In (Lopez & Legge, 2020) a review that focuses on the immune basis of influenza vaccines is presented. The authors
mentioned the cross-protection of influenza vaccines against heterologous influenza viruses and also the immunity provided
by natural influenza virus infection. In (Tricco et al., 2013) a systematic review and meta-analysis of the influenza vaccines
efficacy is presented. It includes the analysis of data on 47 influenza seasons and it was found that influenza vaccines provide
protection against non-matching circulating strains (Johansen et al., 2024). The confidence intervals for the vaccine efficacy
for children provided a minimum value of 28% and a maximum value of 90% for mismatched circulated strains. For the
matched ones, the minimum value was 54% and, the maximum value, 88%. This is a high variability due to several factors such
as the seasonal variations of the influenza strains and the type of virus. The annual influenza vaccine efficacy fluctuates and it
has been estimated to be in the 30—60% range, against influenza-like illness (Gupta, Earl, & Deem, 2006). In (Quach, Mallis, &
Cordero, 2020) the authors mentioned that the seasonal vaccine was protective against laboratory-confirmed influenza, but
not protective against influenza-like illness or respiratory illness. This shows the difficulty and issues of the vaccine efficacy
and effectiveness concepts.

In the USA and Europe, different reports have been published with the aim of studying the estimation of the influenza
vaccine effectiveness (Centers for Disease Control and Prevention (CDC), 2023; Diaz-Granados, Denis, & Plotkin, 2012; Gjini &
Gomes, 2016; Kissling & Rondy, 2017). There are different definitions of vaccine efficacy and effectiveness (Basta, Halloran,
Matrajt, & Longini, 2008; Gjini & Gomes, 2016; Gupta et al., 2006; Quach et al., 2020; Shim & Galvani, 2012). The ability of
vaccinations to prevent influenza and its complications in the best of situations, like in a clinical trial, is known as efficacy. On
the other hand, the ability of a vaccine to fend off influenza and its associated complications in everyday circumstances of
medical practice, including observational studies, is known as its effectiveness (Quach et al., 2020). It has been mentioned that
the vaccine efficacy is in the 40—90% range (Diaz-Granados et al., 2012). In (Gjini & Gomes, 2016), the authors define vaccine
efficacy as the reduction of the probability of pathogen acquisition per contact. Other methods compare attack rates in
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vaccinated and unvaccinated individuals, or use the vaccination status of the infected individuals relative to the population
vaccination coverage. In (Diaz-Granados et al., 2012) a systematic review with meta-analyses of controlled trials was per-
formed and it was found that the vaccine efficacy was 65% against any strain.

In (Shim & Galvani, 2012) it has been argued that the definition of vaccine efficacy and effectiveness must be stated
explicitly in order to avoid the incorrect parameterization of epidemiological models. In (Shim & Galvani, 2012) the authors
stated that the vaccine efficacy quantifies the difference between a vaccinated person risk of infection and that of an un-
vaccinated person in order to determine the protective effects of vaccination. In contrast, vaccine effectiveness is different and
can be classified as direct, indirect, total and overall (Haber, Longini, & Halloran, 1991; Halloran, Struchiner, & Longini, 1997).

In all this context, there is little study of vaccine efficacy from a mathematical modeling perspective. Few papers have
studied the impact of vaccine efficacy by using dynamic epidemiological models that are based on differential equations (Gjini
& Gomes, 2016; Martinez-Rodriguez, Navarro-Quiles, San-Julidn-Garcés, & Villanueva, 2020; Yin, Lu, Du, & Shi, 2022). In
(Martinez-Rodriguez et al., 2020), the authors used an epidemiological model to estimate the vaccine efficacy by fitting the
model to prevalence data post-vaccination. In (Gjini & Gomes, 2016) the authors used SI and SIS epidemiological models to
show how the relationship between prevalence ratios in vaccinated and non-vaccinated hosts depend on true vaccine efficacy
and infection rate of the pathogen. There are other works that have used mathematical models to observe the effects of the
vaccine efficacy for influenza and recently for COVID-19 pandemic (Demongeot, Griette, Magal, & Webb, 2022; Hughes et al.,
2020; Mahmud et al., 2022; Martinez-Rodriguez, Gonzalez-Parra, & Villanueva, 2021; Mercer, Barry, & Kelly, 2011; Ratti et al.,
2022; Van Effelterre, Dos Santos, & Shinde, 2016).

The aim of this paper is to present a mathematical model to describe the transmission dynamics of the influenza and
whose structure allows us to identify the vaccine efficacy in a real-world scenario. Estimating the vaccine efficacy using real
data and a mathematical model is challenging since there are several factors that affect the dynamics of influenza and the
underlying assumptions of the mathematical models. The constructed model is based on the Susceptible-Exposed-Infected-
Recovered (SEIR) framework that considers the cross-immunity of individuals due to previous exposure to different influenza
strains and vaccination from previous seasons. The model dynamics is governed by a nonlinear system of differential
equations, where the unvaccinated and vaccinated populations are distinguished and modeled separately. The non-linearity
comes from the effective contacts between susceptible and infected individuals, which is the main driving force of the
influenza virus spread. A crucial aspect of this study is that we use a vaccine distribution over the time that is based on real
data specific to the Valencian Community. To the best of our knowledge this has not been implemented in previous studies.
This aspect is important in order to have a more realistic analysis and to assess the vaccine efficacy. The specific vaccine
distribution could vary over different countries depending on people's behavior and the public health system. For instance, in
(Van Effelterre et al., 2016) it was found by mathematical modeling that in Norway during the 2009 pandemic more than 50%
of the vaccinated people may already have been infected before being vaccinated. This aspect could change if the vaccination
program starts early before the peak of the influenza season.

In order to quantify the vaccine efficacy, the model includes an embedded parameter, the so-called vaccine attenuation
factor, which is related with the vaccine efficacy against the influenza virus. With regard to measuring vaccine efficacy we rely
on a simple definition: we measure the vaccine efficacy by the difference between a vaccinated person's risk of infection and
that of an unvaccinated person (Haber et al., 1991; Shim & Galvani, 2012). There are other approaches to measure vaccine
efficacy under different contexts. In the real-world case, the vaccine efficacy is obtained by a calibration process, which finds
the unknown parameters of the model (including the vaccine attenuation factor) that best fit the real data. In our case, we use
the reported influenza cases from the Valencian Community in the 2016—2017 season for calibration. In order to ensure the
model identifiability, some important restrictions were added to the model. One key information that is used in the cali-
bration process is that it has been estimated that the number of people who end up getting the seasonal flu each year is
between 5 and 15% (Departamento de Seguridad Nacional, 2023; Russell et al., 2008; Stohr, 2002; Tokars, Olsen, & Reed,
2018). Thus, in order to satisfy this constraint we can obtain a range of values for the influenza transmission rate which
reduces the search space and helps with the identifiability of the parameters of the model. Another key information that is
used in the calibration process is that there is a time-varying distribution of reported cases in vaccinated and unvaccinated
cases. This distribution is estimated by using real data and taking into account the percentage of vaccinated people over time.
Finally, the calibration process considers a standard rescaling on the infected data curve of the model in order to fit it with the
reported cases.

The paper is organized as follows. In Section 2, we describe the proposed mathematical model (Section 2.1), the vaccine
efficacy quantification (Section 2.2), the data (Section 2.3) and the model parameters in detail (Section 2.4). Then, the
complete calibration process, with the minimization problem (Section 2.5) and the posterior error function analysis (Section
2.6) are also explained. The calibration results obtained from the calibration process are presented and discussed in Section 3.
Finally, some relevant conclusions are given in Section 4.

2. Materials and methods

In this section, we first describe the epidemiological mathematical model that attempts to describe the dynamics of
seasonal influenza. The selected model is of the compartmental type, i.e., it subdivides the total population into several
subpopulations of interest. The variation of these populations over time is governed by a system of first-order differential

equations, which are characterized by a set of parameters, some of which are unknown. The model calibration process aims to
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find these unknown model parameters that best fit a set of real data. In this case, a deterministic calibration has been pro-
posed, i.e., the parameter values are considered deterministic (exact) values. For the model and calibration process appli-
cation, the influenza season of 2016—2017 in the Valencian Community has been taken as the case study scenario. The
reported case data consist of weekly reported influenza cases.

2.1. Model description

The compartmental epidemiological model divides the population into the following subpopulations (compartments) for
each time t > 0:

e S,(t): unvaccinated susceptible, i.e., those unvaccinated people who have not passed the infection and can be infected at
time instant t.

e S,(t): vaccinated susceptible, i.e., those vaccinated people who have not passed the infection and can be infected at time
instant t.

e L,(t): unvaccinated latent people, i.e., those unvaccinated people who have been infected but cannot infect the others at
time instant t.

e L,(t): vaccinated latent people, i.e., those vaccinated people who have been infected but cannot infect the others at time
instant t.

e [,(t): unvaccinated infected people, i.e., those unvaccinated people who have been infected and can infect the others at
time instant t.

e [,(t): vaccinated infected people, i.e., those vaccinated people who have been infected and can infect the others at time
instant t.

e R,(t): unvaccinated recovered people, i.e., those unvaccinated people who have passed the infection at time instant t.

e R,(t): unvaccinated recovered people, i.e., those vaccinated people who have passed the infection at time instant t.

In this model, which is focused on modeling a single influenza season, it will be assumed that the total population
N = N(t) = Su(t) + Sy(t) + Lu(t) + Ly(t) + Lu(t) + 1,(€) + Ru(t) + Ry (t)

is constant. This assumption is plausible for populations in which births, deaths and migratory movements occur at very low
rates and generate insignificant variations with respect to the total population (Hethcote, 1994).
The natural process of infection due to influenza virus, shown in Fig. 1, is the following:

1. A susceptible individual becomes latent by contact with other infected individuals. Thus, the susceptible population
decreases proportionally to the number of contacts between susceptibles and infecteds. This is modeled with the S(t)I(t)
product term, with a proportionality constant % which is related to the contact rate and the probability that a contact
results in an infection. In the vaccinated population, the infection rate § is attenuated by a factor a, due to the partial
immunity conferred by the vaccine. It is important to remark that the attenuation factor a, can be interpreted as a measure
of vaccine efficacy because the expression 1 — a, represents the reduction of the probability of influenza acquisition per
contact caused by the vaccine (Gjini & Gomes, 2016).

2. Alatent individual becomes infected after a latency period % days. It is known that, after infection, symptoms appear in an
incubation or latency period of 2 days, although it can vary between 1 and 4 days (Centers for Disease Control and
Prevention (CDC), 2023). In this study, we assume a value of A = 1/2 days~! = 7/2 weeks L.

3. An infected individual becomes recovered after an infectious period 1 days. In this period, the individual can infect other
susceptible people. It is estimated that the infection time of an individual is between 5 and 7 days, although in certain
individuals it may be longer (Centers for Disease Control and Prevention (CDC), 2023). In this study, we assume a value of

v =1/7 days ! =1 weeks L

B A 14
Su(®) Ly(t) L,(t) Ry, (t)
8(t) 8(t)
a,f A Y
Sy () L,(t) L(t) Ry(t)

Fig. 1. Diagram of model (1). The unvaccinated and vaccinated populations are related through the contacts between susceptible and infected.
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It is also assumed that recovered individuals cannot reinfect due to the natural immunity that do not wane over one
influenza season. Additionally, during the season there is a part of the population that is progressively vaccinated.
The dynamics of the model is governed by the following system of differential equations:

Sult) = —p2 R s()su),
$0) = ~ag SO O] g,

fu(t = pHOBOTLOL

i) = ag OO hE] (1)

iu(t) = ALy(t) — vIu(t),
iv(t) = AL,(t) = vL,(¢),

Ru(t) = vlu(t) = 6(6)Ru(t),

Ry(t) = yL,(t) + 6(t)Ru(t),

where §€R; is the infection rate, a, € [0, 1] is the vaccine attenuation factor, 1/A€ R, is the average incubation time, y&
R is the recovery rate and 6(t) € R is the vaccination rate. Notice that susceptible individuals acquire the influenza virus ata
rate f(t), which is the force of infection and is given by

The parameters of model (1), with their description, known values and units, are summarized in Table 1.

It should be noted that in this study we assume that the vaccinated and unvaccinated people have the same latency A and
recovery v rates on average. This means that vaccinated and unvaccinated individuals spend the same latency/exposed period
(from the time the virus enters them until they can infect others) and the same recovery time (they spend the same number of
days being infectious). Although in reality there could be differences between vaccinated and unvaccinated, we assume that
these differences in days are not significant in a disease whose dynamic evolution lasts for months. In (Romagosa et al., 2011)
it was found that there is no significant difference with regard to the infectious period in vaccinated and unvaccinated pigs. In
addition, in (van der Goot, van Boven, Koch, & de Jong, 2007), the difference of the infectious period between vaccinated and
unvaccinated pheasants was less than 10%. However, it has been found that in chickens there is difference in the variability of
the variance of the latent and infectious periods (Poetri et al., 2011). Regarding the latency period, it has been found in
different works that it varies from a few hours to four days (Jing, Huo, & Xiang, 2020; Macdonald & Lyth, 1918; Centers for
Disease Control and Prevention (CDC), 2023).

In the absence of a vaccine and without vital dynamics the SEIR model has a basic reproduction number given by Ry = 8/
v. For the SEIR model, if vital dynamics and constant population are considered then Rg = BA/[(A + u)(y + u)], where u
represents both the birth and death rates (Hethcote, 2000). Note, that oftentimes the vital dynamics are much slower that the
disease progression. Then, even for the SEIR model one gets that Ry = (/7. In this study we focus on only one influenza season
which can be considered very short dynamics. Therefore, the latency period and the basic reproduction number Ry become
less relevant (Hethcote & van den Driessche, 1991). Although, one relevant threshold for one influenza season dynamics is the
effective reproduction number R.(t) = S(0) Ro/N(t). If Re(t) > 1, the infected cases increase, if Re(t) = 1, the cases reach a
peak and if Re(t) < 1, the cases decrease (Gumel, [boi, Ngonghala, & Elbasha, 2021; Nishiura & Chowell, 2009). Notice that in
this study the initial number of susceptible is given by S(0) = S;,(0) + S,(0). Then if S(0) is significantly smaller than the whole
population N(t), then, one gets that R.(t)<Rg and a relatively large infection rate § is needed in order that the number of
infected cases (both vaccinated and unvaccinated) increases. We will see that for the calibration process that includes a

Table 1

Model (1) parameters, with their description, known values and units.
Parameter Description Units Value
6 Infection rate time units " For calibration
ay, Vaccine attenuation factor adimensional For calibration
A Latency rate time units~! 1/2 days™! (Centers for Disease Control and Prevention (CDC), 2023)
¥ Recovery rate time units~! 1/7 days~! (Centers for Disease Control and Prevention (CDC), 2023)
o(t) Vaccination rate time units ™" Real data (Portero et al., 2017)
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variety of scenarios regarding R(0), and therefore for S(0), this previous aspect plays a crucial role in determining the vaccine
efficacy.

2.2. Estimation of the vaccine efficacy

There are many available methodologies to compute the efficacy and the effectiveness of a vaccine. In fact, some works use
these two definitions in an interchangeable way. However, the efficacy and effectiveness of a vaccine represent different
concepts. In (Shim & Galvani, 2012), it has been argued that the definition of vaccine efficacy and effectiveness must be stated
explicitly in order to avoid the incorrect parameterization of epidemiological models.

Let us briefly introduce these concepts and then define how we will measure the efficacy of the vaccine in this study. In
(Quach et al., 2020), they define the effectiveness as the ability of a vaccine to fend off influenza and its associated compli-
cations in everyday circumstances of medical practice. In (Tentori, Passerini, Timberlake, & Pighin, 2021) mentioned that the
vaccine efficacy can be calculated by using a double-blind, randomized, controlled trial where 50% of the subjects are
vaccinated and the others just receive a placebo. Thus, they computed the vaccine efficacy (VE) as

_ ARU — ARV

VE ARU

% 100 = (1 —RR) x 100, 3)

where ARU and ARV are the attack rates among unvaccinated and vaccinated groups, respectively (Weinberg & Szilagyi,
2010). The term RR refers to relative risk of suffering the disease for vaccinated compared to unvaccinated subjects. This
definition has the inconvenience of performing a double-blind randomized, controlled trial. In (Gjini & Gomes, 2016), the
authors define vaccine efficacy as the reduction of the probability of pathogen acquisition per contact. Notice that this
definition varies from the previous ones.

In (Haber et al., 1991; Shim & Galvani, 2012) the authors stated that the vaccine efficacy quantifies the difference between
a vaccinated person risk of infection and that of an unvaccinated person in order to determine the protective effects of
vaccination. In this study we measure the vaccine efficacy by the difference between a vaccinated person risk of infection and
that of an unvaccinated person (Haber et al., 1991; Shim & Galvani, 2012). Thus, we use the model parameter a, to measure the
vaccine efficacy (VE) as

VE = (1-a,) x 100. (4)

2.3. Data

In this subsection we present the data that is used for the calibration of the model (1). The available data for the calibration
process are the following:

e The population size of the Valencian Community was N = 4 959 968 at the end of 2016 (Instituto Nacional de Estadistica
(INE), 2023). It can be seen that the annual population variations between years 2015—2016 and 2017—2018 were around
—0.42% and —0.37%, respectively. Thus, it is reasonable to assume a constant population during the months of flu season.

e The weekly influenza reported incidence (cases/100 000 inhabitants) in the Valencian Community during the 2016—2017
season, with n = 36 weeks (37 weeks in total) (Portero et al., 2017). To obtain the reported influenza cases {Iﬁ'}?zo, the
incidence data were multiplied by N and divided by 100 000 (see Fig. 2a and Table 2). In order to fix the initial infected
condition I(0), we extended the data series by adding the previous 4 weeks (1 month) before the first week in which they
were reported to have reported. In these weeks there were no reported cases, but influenza was already present in the
population.

As it can be observed, the peak of reported infected cases is around week 20 (week 16 since cases start to be reported),
which is similar to what have been obtained in previous works. For instance, for the seasonal influenza season of 2016—2017
in Puerto Rico (USA) it was found to peak around week 14 (Magal & Webb, 2018). Even though the Valencian Community and
Puerto Rico have similarities their population structure and social behavior is different.

e Vaccination coverage in the Valencian Community during the 2015—2016 season was ¢, = 0.1423 (14.23%). It has been
computed knowing that 708 999 individuals were vaccinated over a total of 4 980 689 individuals that make up the
Valencian Community population during the 2015—2016 season (Valenciana, 2023). The proportion of reported vacci-
nated cases at the end of the 2015—2016 season was pp, = 0.0453 (4.53%) (Valenciana, 2023). The use of data from the
2015—2016 season is due to the lack of data from the 2016—2017 season of interest, assuming that these are similar
between seasons. Finally, the vaccination distribution {6“ };.1:0 for the elderly population ( > 60 years-old) over the season
2016—2017 adjusted for the vaccination coverage was as shown in Table 2 and Fig. 2b (Portero et al., 2017). Although we
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Influenza reported cases. Valencian Comm., 2016-2017 season
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Vaccination campaign. Valencian Comm., 2016-2017 season
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Fig. 2. Available data series for the 2016—2017 influenza season in the Valencian Community: (a) total, vaccinated and unvaccinated infected reported cases, and

(b) vaccination percentage (over total population) vs. total infected reported cases (Portero et al., 2017).

did not have vaccination data for the entire population, but only for the elderly, we know that a large part of the vacci-
nation campaign is focused on this group. Then, we have assumed that the total vaccination coverage curve over the time
is not significantly different from the elderly one. Consequently, we assumed that the available vaccination real data
distribution, adjusted for vaccination coverage, could be used for the total population.

Table 2
Data set collected for model calibration (Portero et al., 2017).
Week t Incidence ( cases ) Reported cases It Unvacc. reported cases I, Vacc. reported cases I, Vacc. rate &' (%N)
100000inhab.
0 0.00 0.00 0.00 0.00 0.00
1 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.03
4 217 107.63 102.57 5.06 0.00
5 2.72 134.91 128.57 6.35 0.00
6 12.36 613.05 584.22 28.83 0.12
7 3.94 195.42 186.23 9.19 4.27
8 12.64 626.94 597.45 29.49 2.81
9 12.50 619.99 590.84 29.16 2.63
10 9.92 492.03 468.89 23.14 1.78
11 23.51 1166.08 1111.24 54.85 0.98
12 22.96 1138.81 1085.25 53.56 0.60
13 1033 512.36 488.27 24.10 0.10
14 20.92 1037.63 988.82 48.80 0.27
15 23.10 1145.75 1091.86 53.89 0.25
16 53.53 2655.07 2530.19 124.88 0.03
17 63.86 3167.44 3018.46 148.98 0.07
18 122.69 6085.38 5799.17 286.22 0.12
19 135.19 6705.38 6390.00 315.38 0.10
20 166.71 8268.76 7879.85 388.91 0.02
21 134.10 6651.32 6338.48 312.83 0.03
22 124.18 6159.29 5869.60 289.69 0.02
23 87.77 4353.36 4148.61 204.75 0.02
24 63.45 3147.10 2999.08 148.02 0.00
25 39.54 1961.17 1868.93 92.24 0.00
26 22.83 1132.36 1079.10 53.26 0.00
27 9.78 485.08 462.27 22.82 0.00
28 7.20 357.12 340.32 16.80 0.00
29 5.98 296.61 282.66 13.95 0.00
30 3.94 195.42 186.23 9.19 0.00
31 245 121.52 115.80 5.72 0.00
32 4.21 208.81 198.99 9.82 0.00
33 2.04 101.18 96.42 4.76 0.00
34 1.36 67.46 64.28 3.17 0.00
35 2.58 127.97 121.95 6.02 0.00
36 0.41 20.34 19.38 0.96 0.00
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Given this vaccmatlon information, the series of reported cases was separated into the series of vaccinated {I¢, }1 o and
unvaccinated {I } —0 reported cases. For this purpose, it was considered that at each time t;, there is a proportion of reported
vaccinated cases ut’ = pr,,A* so that

If, = I = (b A",
I8, = (1 =) = (1 - p,, A%)IE.
Note that proportion of reported vaccinated v is proportional to the accumulated percentage of vaccinated (i.e., the

vaccination rate) A = Z &, with a proportionality factor p;,. As, at the end of season, the proportion of must be equal to the
proportion of unvaccmated Prv = 0.0453, the proportionality factor pr, can be estimated as

Zn:llti n ﬁryAtiIti
1’1—12/ - Zi:l n I[ri = pry = 0.0453,
Zl:l r 21:1 r

so that

o Zl 1It [
Pro = ST =17~ 0.0470 (4.73%).
i=1

Notice that the separation of the reported in vaccinated and unvaccinated cases enables to enrich the available data and
improve the identifiability of the parameters of the model (Cole, 2020; Kreutz, Raue, & Timmer, 2012; Magal & Webb, 2018;
Raue, Kreutz, Theis, & Timmer, 2013).

o It has been estimated that the number of people who end up getting the seasonal flu each year is between 5 and 15%
(Departamento de Seguridad Nacional, 2023; Russell et al., 2008; Stohr, 2002; Tokars et al., 2018). The reason that best
explains that the influenza virus can infect this proportion of the population every year is the fact that the influenza virus is
able to evolve and, therefore, to avoid the immune response of individuals, i.e.,, immuno escape (Ballesteros, Vergu, &
Cazelles, 2009; Park et al., 2009; Quinones-Parra, Loh, Brown, Kedzierska, & Valkenburg, 2014; Yang, Lau, & Cowling,
2020).

2.4. Model parameters

This section is devoted to the presentation of the particular fixed values of the parameters of model (1) and also an
explanation of the parameters that need to be calibrated. In addition, we show some details regarding how the initial con-
ditions are computed.

2.4.1. Initial conditions
Some of the model parameters, for which we have information, were kept as fixed:

o The initial number of vaccinated and unvaccinated infected were fixed assuming that, at time t = 0, the epidemic begins
with I,(0) = 1 (the patient zero) and I,(0) = 0 (the vaccination campaign had not yet started).

« The initial number of vaccinated and unvaccinated latents were set to L,(0) = %, ,(0) = 0 and L,(0) =%, I,(0) = 1, to give
continuity to the curves of the model. As an alternative, in (Chowell, 2017) it was assumed for 51mp11c1ty that E(O) =1(0)
and then calibrated them.

e As initially there were no vaccinated people, the initial number of vaccinated recovered was R,(0) = 0, so that the total
recovered was R(0) = R,(0) + R,(0) = Ry(0). This parameter, which is unknown, was identified in the calibration process, by
analyzing multiple scenarios for the initial recovered condition, i.e., varying R(0) from 0% to 95% of the total population N.

o The initial unvaccinated susceptible population is computed as

5u(0) = N —1(0) — 1,(0) — Lu(0) — L,(0) — Ru(0) — Ry(0), (5)
while the initial number of vaccinated susceptibles is S,(0) = 0.
2.4.2. Reporting fraction
In the calibration process, it also should be considered that, in the real world, there is a significant number of unreported

cases (Jing, Huo, & Xiang, 2020; Magal & Webb, 2018). For instance, in (Reed et al., 2009) it was estimated that the ratio of
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unreported to reported cases for the HIN1 influenza epidemic in the USA was 79 to 1. In another interesting work related to
identifiability it was found that per each reported case there were approximately 37.7 unreported cases for the influenza
season 2016—2017 in Puerto Rico in (Magal & Webb, 2018).In (Jing et al., 2020), it was found that several parameters that vary
on time can have an impact on unreported cases. They found by a fitting process that only 5% of the influenza cases are
reported.

We also know that only a proportion of infected vaccinated k, € [0, 1] and unvaccinated k, € [0, 1] are reported. Thus, in
order to compare the model with the data, we establish that I,(t) = k,[,(t) and that I;,(t) = kyI,(t).

It should be remarked that we are considering in our model that all the individuals who reach infected status (unvacci-
nated or vaccinated) have the same capacity to infect (a sufficient viral load) and have enough symptoms such that they can
end up being reported, on average. Thanks to the vaccine attenuation factor a,, the transition to this state of infection by
vaccinated individuals is more difficult. Basically, the attenuation factor quantifies the difficulty of becoming infected.
However, we are defining that infected vaccinated and unvaccinated individuals possess the same characteristics. Therefore,
in this model, both infected groups - vaccinated and unvaccinated - enter the hospital in the same proportion, so k, = k, = k.

Given this consideration, we can define the following least-squares minimization problem

n

n
minge o) Y (klu(t;) — Ify) +Z —It* . (6)

i=1 i=1

The general solution for this optimization problem in terms of k is given by

{Xn: (klu(t) — 15)° + 3 (kL(6) — 1) | =0,

i=1 i=1

=

n n

> 2(klu(ty) = T u(t) + Y 2(Kl(6) — I}, )I(t) = 0,

i=1 i=1

k(ilu(t,-)z + fjly(t,-f) - znjzﬁuzu (t) Zl =
i=1 i=1

i=1

(7)

_ Saliulu(t) + S ()
S L(6)? + L (6)?

Note, that the value of k depends on the value of the transmission rate § and the vaccine attenuation factor a,. Therefore, this
parameter is also being implicitly calibrated. The least-squares minimization problem can be solved without formula (7) but it
is more costly from a computational viewpoint. The parameter k does not affect the dynamics of the model, so the calibration
process can be considered as depending on the parameters § and a,. This parameter k is a scaling factor between the reported
cases and the infected cases given by the model.

2.4.3. Calibrated parameters

For the calibration process two parameters, § = (, a,), are calibrated while the others remain fixed. As we have mentioned
above, the initial number of vaccinated and unvaccinated infecteds are set to I,(0) = 0 and I,(0) = 1. Using the fact that the
infected population in one influenza season must remain between 5% and 15%, a narrower range of the infection rate (R,
can be given. To do so, the model was simulated

o for different values of § in a sufficiently large range: from O to 50, and 5000 values.

« for different values of initial recovered population R(0) = R,(0) + R,(0). These values were chosen from 0% to 95% of the
whole population N and separated by 5%, i.e., 20 values.

« for the most extreme cases for a,, i.e., taking a, = 0 (maximum vaccine efficacy), and a, = 1 (zero vaccine efficacy). In the
first case, only the unvaccinated will be infected, so the susceptible population is smaller, and therefore larger ¢ values are
needed in order to reach a total infected population of 5—15% at the end of the season. In the second case, the susceptible
population is larger and smaller § values are required.

For all these simulations, the percentage of total infected people after the influenza season, or epidemic size, was
computed as

o R(tn) — R(0)

Altotal = nT7

where t,, is the last time instant registered at the end of the season. With this percentage, the smallest value of § reaching 5%
and the largest value reaching 15% of total infected (using both a, scenarios) were chosen as the calibration search interval
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Zg = [Blo; Bup) for the § parameter. Note that the 5-15% percentage of total infected people information is relevant for the
calibration process since it allows us to obtain ranges for values of 8. With this restriction added, the calibration process
should not give values of § where the percentage of total infected people is more than 15% or less than 5% of the total
population (Departamento de Seguridad Nacional, 2023; Russell et al., 2008; Stohr, 2002; Tokars et al., 2018).

2.5. Calibration problem

The calibration process of the model was based on the classical estimation of the parameters by least-square fitting of the
model solution to the data of the season 2016—2017 in the Valencian Community. The available data to calibrate the
mathematical model consisted in two time series: unvaccinated {I%, ?:0 and vaccinated {I?V}?:O reported infected cases.
These series provide useful information in order to be able to calibrate the parameters (Magal & Webb, 2018; Raue et al.,
2009). Regarding the calibration parameters, three model parameters were unknown at this point: §, a, and R(0) = R,(0).
The combination of these parameters affects the various aspects of the infected curve I(t), changing the peak position, width,
magnitude, etc. (Magal & Webb, 2018). However, all three parameters could not be calibrated at the same time, since the value
of R(0) modified the search range of another of the calibration parameters, 3, so that the total infected people after the end of
the season would be between 5 and 15% of the total population (see Section 2.4.3).

Thus, for the deterministic calibration process, given a parameters set f = (3, a,), the objective function have been defined
as

€(0) = eu(0) + €,(6), where (8)

() = Xn: (Klu(t;; 0) — 1&“)2, (9)
i=1

&(0) = zn: (kI (t;;0) — Iﬁfv)z, (10)
i=1

where k is given by Equation (7). As can be seen, this sum of squared errors (SSE) function tries to simultaneously minimize
the error between the reported vaccinated and unvaccinated model solutions with their respective data series (Chowell,
2017). The minimization problem to be solved is

0" = arg min {¢(0)}, (11)
0ET;x[0.1]

where Zy is the calibration search interval for the § parameter, which depends on the selected initial condition R(0), as
explained previously. This minimization problem is first solved for all values of 4N as R(0) (from 0.00 to 0.95, with 20 values).
Subsequently, to obtain a more accurate value for R(0), it is solved by choosing another 20 values of R(0) between the upper
and lower values surrounding the optimum R(0) (smallest error) obtained in the stage of the calibration process.

The entire model simulation and calibration process is implemented in Matlab code. For the numerical solution of the
model, the built-in function ode45 (Runge-Kutta method of order 4 and 5) is used, while the minimization problem is solved
with the solve built-in function, using the GlobalSearch input argument to guarantee a global minimum. It is important to
remark that the calibration process computes simultaneously the values of the parameters §, a, and k. However, the
parameter k does not affect the dynamics of the mathematical model (1), but affects the global error ¢(#). On the other hand,
the parameters § and a, affect both the global error and the dynamics.

2.6. Error analysis

After obtaining the best %N as R(0) initial condition, an analysis of the error function (f) and its components ¢,() and &,(6),
is performed. The objective of this error analysis is to test whether the observable data can be generated with a single ¢(6*)
(identifiable model parameters) or with multiple (unidentifiable model parameters). With all the information included in the
model before the calibration and the available calibration dataset, and based on previous studies, it could be suggested that
the unknown model parameters would be identifiable (Magal & Webb, 2018). To verify it, given the optimal initial recovered
condition R(0)* found in the calibration, the error function was evaluated at multiple # points, in order to observe the location
of the minimum point §* = (,8*7 a;) and its neighborhood, and to assess whether the model parameters are identifiable.

3. Results and discussion

In this section we present the main results of the calibration process, and we also provide a discussion of the calibration
results, specially about the vaccine efficacy estimation.
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3.1. Search interval results

The graphical results of the § parameter search interval for all the calibration processes for different values for R(0) are
shown in Figs. 3 and 4. The specific numerical values for the range of the parameter search interval of § is given by Z and it is
shown in Table 3. As it can be expected, the range of the infection rate g is relatively small due to the high sensitivity of the
model to this rate. Figs. 3 and 4 show the parameter search intervals Z for a large and a refined range of R(0), respectively. In
all three panels of Figs. 3 and 4, it can be seen that the larger the initial recovered population R(0) (i.e. smaller S(0)), the larger
the infection rate should be in order to reach the 5—15% range of total infected in the whole season. In addition, it can be
observed in the top panels that the smaller the vaccine attenuation factor a, the larger the infection rate should be. In other
words, when the efficacy of the vaccine (1 — ay) is high then the infection rate of the influenza should be higher too in order to
achieve the 5—-15% range. It is important to remark that with these different calibration search ranges Zgz we are adding
important information to the calibration process which helps to address identifiability aspects related to the calibrated

parameters.

3.2. Calibration results

The numerical results of the least-squares minimization problem for a variety of initial conditions R(0) are shown in Table
3. The top table shows the results with ZN as R(0) between 0 and 1, while the bottom one shows the same refined results, with
%N as R(0) between 0.70 and 0.80. In this way, the minimum can be detected more accurately. It can be observed that the
lower the percentage of the initial population with previously acquired immunity, the higher the vaccine attenuation factor.
This is because the initial susceptible population is much larger in these cases, and therefore it is easier for the virus to spread
through the population (note that susceptibles regulate the infection strength in the S(t)I(t) term of the model) (Hethcote,
2000). Thus, the vaccine attenuation factor a, and infection rate § take lower values in order that the final epidemic size
in an influenza season does not exceed the 15% of the total population (Departamento de Seguridad Nacional, 2023; Russell
et al., 2008; Stohr, 2002; Tokars et al., 2018). As a detail, it is observed that this relationship is not fulfilled in the range 0—20%
of N as R(0). This is because, for those § search ranges, the curve is highly distorted, since the peak of the infected season is
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Fig. 3. § calibration search ranges Zg = [B},, 8,p] for different R(0) initial conditions.
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% Total infected vs. § % Total infected given 3 and R(0)
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Fig. 4. § refined calibration search ranges Zg = [8,, 8] for different R(0) initial conditions.

outside the calibration time interval. Therefore, the algorithm chooses to try to decrease the magnitude of the curve as much
as possible, reducing § and a, as much as possible.

Fig. 5 shows the variation of the error for values of R(0) varying in the range of 0—95% of N as R(0) (left-hand side), and for a
refined variation of values of R(0) around the optimal region, i.e. 75-85% of N as R(0) (right-hand side). The refined case shows
more clearly the evolution of the error ¢(#) and the minimum error.

After calibration process we obtained the following optimal solution:

0" = (8",a;) = (9.1357,0.2331), k" = 0.0702, R(0)" = 0.7711N,

(12)
€(f) = 4.7992 x 106.

Of particular importance is the optimal value of k, which indicates that per each reported influenza case in the Valencian
Community there are 1/0.0702 = 14.24 unreported or undetected influenza cases. Notice that this number includes
asymptomatic cases which can transmit the influenza virus. This result agrees with previous works where it has been
estimated that per each reported case there are 79 unreported cases, with a 90% probability range of 47—148 (Reed et al.,
2009). It has been mentioned that the reported cases for seasonal influenza are a small fraction of the total number of
cases (Jing et al., 2020; Magal & Webb, 2018). For instance, in (Magal & Webb, 2018) it was found that per each reported case
there were approximately 37.7 unreported cases for the influenza season 2016—2017 in Puerto Rico. In (Jing et al., 2020), it
was found that several parameters that vary on time can have an impact on unreported cases. In our study, we have used
time-invariant parameters since the study is for very short dynamics. However, using a non-autonomous model it has been
found by a fitting process that only 5% of the influenza cases are reported (Jing et al., 2020).

Another important aspect related to the calibration process is that we have explored a variety of scenarios regarding the
potential values of R(0). Notice that this number represents all the individuals that have some previously acquired immunity
before the seasonal influenza. The calibration process provides an optimal value for R(0) = 0.7711 N, i.e. a huge mass of the
population did not take part in the epidemic. This result suggest that the initial population has some form of acquired im-
munity before the start of the influenza season is approximately 77%. This value seems plausible due to cross-immunity from
previous influenza strains and previous vaccinations (Karamitsou, 2021; Tricco et al., 2013). Other works have used a variety
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Calibration for different values of R(0). On the top, the first calibration process, and on the bottom, the refined calibration. The optimal triplets for both
calibrations are remarked in bold.

ZN as R(0) Range Zg Best (6, ay, k) £(6)
0.0000 [1.4407, 1.6684] (1.6684, 1.0000, 0.0028) 2.5978 x 108
0.0500 [1.5199, 1.7576] (1.7576, 1.0000, 0.0033) 2.5841 x 108
0.1000 [1.5991, 1.8566] (1.8566, 1.0000, 0.0036) 2.5796 x 108
0.1500 [1.6981, 1.9655] (1.9655, 1.0000, 0.0036) 2.5864 x 108
0.2000 [1.8071, 2.0942] (2.0942, 1.0000, 0.0047) 2.5538 x 108
0.2500 [1.9259, 2.2328] (2.2328, 1.0000, 0.0041) 2.5901 x 10°
0.3000 [2.0645, 2.4012] (2.4012, 1.0000, 0.0056) 2.5458 x 108
0.3500 [2.2229, 2.5893] (2.5893, 1.0000, 0.0066) 2.5209 x 108
0.4000 [2.4111, 2.8072] (2.8072, 1.0000, 0.0069) 2.5342 x 108
0.4500 [2.6289, 3.0745] (3.0745, 1.0000, 0.0077) 2.5313 x 108
0.5000 [2.8864, 3.4013] (3.4013, 1.0000, 0.0103) 2.4658 x 108
0.5500 [3.2131, 3.7974] (3.7974, 1.0000, 0.0128) 2.4158 x 108
0.6000 [3.6191, 4.3024] (4.3024, 1.0000, 0.0161) 2.3505 x 108
0.6500 [4.1439, 4.9955] (4.9955, 1.0000, 0.0231) 2.1478 x 108
0.7000 [4.8470, 5.9956] (5.9956, 1.0000, 0.0359) 1.6715 x 108
0.7500 [5.8273, 7.8770] (7.8770, 1.0000, 0.0594) 1.2315 x 107
0.8000 [7.3225, 12.8577] (10.3839, 0.2434, 0.0811) 4.8511 x 10°
0.8500 [9.8574, ] (13.6264, 0.2769, 0.1099) 5.0306 x 10°
0.9000 [15.2639, o] (19.9591, 0.3428, 0.1685) 5.4351 x 10°
0.9500 [0.5000, o] (38.2259, 0.4879, 0.3495) 6.5672 x 10°
%N as R(0) Range Zg Best (8, ay, k) £(0)
0.7500 [5.8273, 7.8770] (7.8770, 1.0000, 0.0594) 1.2737 x 107
0.7553 [5.9560, 8.1839] (8.1839, 0.9434, 0.0603) 7.6984 x 10°
0.7605 [6.0847, 8.5305] (8.5305, 0.6131, 0.0635) 6.0380 x 10°
0.7658 [6.2332, 8.9068] (8.9068, 0.2849, 0.0679) 4.8358 x 10°
0.7711 [6.3719, 9.3425] (9.1357, 0.2331, 0.0702) 4.7992 x 10°
0.7763 [6.5303, 9.8178] (9.3382, 0.2359, 0.0720) 4.8069 x 10°
0.7816 [6.6887, 10.3525] (9.5511, 0.2386, 0.0738) 48152 x 10°
0.7868 [6.8571, 10.9565] (9.7738, 0.2414, 0.0757) 4.8245 x 10°
0.7921 [7.0353, 11.6397] (10.0077, 0.2439, 0.0777) 4.8346 x 10°
0.7974 [7.2234, 12.4220] (10.2556, 0.2430, 0.0799) 48452 x 10°
0.8026 [7.4215, 13.3330] (10.5142, 0.2452, 0.0822) 4.8573 x 10°
0.8079 [7.6294, 14.3628] (10.7848, 0.2513, 0.0845) 4.8712 x 10°
0.8132 [7.8473, 15.5411] (11.0733, 0.2516, 0.0871) 48848 x 10°
0.8184 [8.0849, 16.8779] (11.3719, 0.2629, 0.0896) 49018 x 10°
0.8237 [8.3325, 18.4127] (11.6966, 0.2578, 0.0926) 49167 x 10°
0.8289 [8.5998, 20.1950] (12.0354, 0.2635, 0.0956) 4.9361 x 10°
0.8342 [8.8870, 22.3438] (12.3962, 0.2668, 0.0988) 49562 x 10°
0.8395 [9.1840, 25.0668] (12.7786, 0.2724, 0.1022) 49786 x 10°
0.8447 [9.5108, 28.9088] (13.1828, 0.2822, 0.1058) 5.0028 x 10°
0.8500 [9.8574, ] (13.6264, 0.2769, 0.1099) 5.0306 x 10°
«10¢ Error function evolution with R(0) «10¢ Error function evolution with R(0)
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Fig. 5. Error function for different values of R(0). On the left-hand side, the first calibration, and on the right-hand side, the refined calibration.
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of values for the initial recovered population. For instance, in (Magal & Webb, 2018) the authors assumed that 1/3(33%) of the
total population in Puerto Rico had acquired immunity against the influenza of 2016—2017 season and used this value in order
to estimate the proportion of unreported cases, final epidemic size, basic reproduction number Rg and the infection rate of
the virus. In (Ducrot, Magal, Nguyen, & Webb, 2020) the authors studied scenarios with a large variety of initial conditions for
the susceptible population (and implicitly for the recovered one). In (Chowell, 2017), it was assumed that the whole popu-
lation was susceptible in order to fit a SEIR model to seasonal influenza in the United States, France, and Australia. The variety
of values of R(0) implicitly determines a variety of initial conditions for the susceptible population. This is important since it
has been mentioned that oftentimes the initial values of susceptible populations are unknown (Ducrot et al., 2020; Magal &
Webb, 2018).

Fig. 6 shows the dynamics of each state variable for a numerical simulation of the model (1) by using the optimal values of
the calibrated parameters. Fig. 7 shows the best fit of model (1) to the reported vaccinated and unvaccinated infected real data
of the influenza season 2016—2017 in the Valencian Community. It can be seen that the calibration of the model to the data is
relatively good despite the irregularity or noise of the data at the beginning of the influenza season. It can be observed the
classical upward and downward dynamics over the season. The calibration to the vaccinated data is not as good as the
vaccinated one due to the structure of the functional form of the error given by Equation (8). This can be improved by using
different weights in the error functional but this topic is out of the scope of this article (for interested readers see (Chowell,
2017)). Besides the visual examination of the calibration we computed the goodness of fit by using the R-squared metric. The
R-squared of the global error is 0.9726, the R-squared of the error related to the unvaccinated is 0.9730 and the R-squared
related to the vaccinated error is 0.8560. These results agree with the visual examination and provide further robustness to
the calibration process.

3.3. Error analysis results

Fig. 8 shows the error functions ¢,(6), e,() and &(8) = &,(0) + ,(0) for the particular value R(0) = 0.7711 N and varying the
calibrated parameters § and a,. If we combine both errors we can see that a global minimum is obtained. Note that, since ¢,(f)
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Fig. 6. Numerical simulation using the optimal solution #*. The dynamic profiles of all the state variables of model (1).
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Fig. 7. Numerical simulation using the optimal solution #*. The profile of the infected populations of model (1).

is approximately two orders of magnitude larger than ¢,(#), the total error function ¢(#) more closely resembles ¢,(f) function.
However, the separation allows us to appreciate the area of the minimum in ¢,(#). This shows that, for this scenario, the
calibration process obtained a global minimum and the model parameters are identifiable. This also can be inferred from the
error analysis and the results presented in (Magal & Webb, 2018). As we have mentioned previously, this is due to the fact that
we have all the initial conditions of the state variables and the calibration process takes advantage of using two time series.
Furthermore, we have additional knowledge indicating that within a single influenza season, 5—15% of persons contract the
influenza virus (Departamento de Seguridad Nacional, 2023; Russell et al., 2008; Stohr, 2002; Tokars et al., 2018).

3.4. Vaccine efficacy results

In the section related to methods we have mentioned that there are a variety of methodologies to measure the vaccine
efficacy. We explained that we use a vaccine efficacy interpretation that has been used by some authors even though there are
other interpretations (Haber et al., 1991; Shim & Galvani, 2012). This interpretation states that the vaccine efficacy measures
the variation in an individual risk of infection between those who have received the shot and those who have not. In the
model (1) the model parameter a, through the expression 1 — a, is related to this interpretation. Thus, we have seen that
based on the thorough calibration process the most likely value for the model embedded parameter a, is approximately 0.23.
This implies that we have obtained a vaccine efficacy around (1 — 0.23) x 100 = 77% for the 2016—2017 influenza season. In
other words, the vaccine reduces the likelihood to be infected by almost five times. This estimation is higher than one vaccine
efficacy that is mentioned in (Diaz-Granados et al., 2012). However, is the range of vaccine efficacies from others previous
studies (Demicheli, Jefferson, Ferroni, Rivetti, & Di Pietrantonj, 2018; Diaz-Granados et al., 2012). For instance, in (Flannery
et al., 2018) it was estimated a vaccine efficacy for influenza as high as 73%. In addition, in (Benoit, Legrand, & Dewé,
2015) the authors found by simulations that is feasible that the influenza vaccine efficacy could be over 80% in most cases
if the vaccine offers cross-protection. Therefore, we think that after the detailed calibration process and under the underlying
assumptions of this study, the obtained vaccine efficacy value is feasible.

4. Conclusions

In this paper we designed and constructed a mathematical model to estimate the efficacy of the influenza vaccine in the
Valencian Community in Spain. The model is a SEIR type epidemiological model that considers vaccinated and unvaccinated
people. The model is based on a nonlinear system of ordinary differential equations where the nonlinearity is due to the
effective contacts between susceptible and infected individuals. We used the reported cases of influenza of the 2016—2017
season in the Valencian Community in order to calibrate the model and obtain estimates for the efficacy of the influenza
vaccine. The detailed calibration process takes into account that over one influenza season only a specific proportion of the
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population becomes infected with influenza. Based on the dynamics of influenza in the Valencian Community and the
calibration results it is suggested that the influenza vaccine approximately reduces by one fifth the likelihood to become
infected. We estimated that the influenza vaccine developed for the 2016—2017 influenza season had an efficacy around the
76.7%. This estimation depends on several factors that we have included in this research work. In this study we rely on
relatively robust information regarding the number of people that gets infected in one season. This to the best of our
knowledge has not been used in any previous study related to the estimation of the influenza vaccine efficacy. Identifying the
reporting rate by only using the reported cases is very difficult. However, in this study, we used additional influenza epidemic
information to estimate the reporting rate. For the estimation of the vaccine efficacy and calibration process we use two
epidemic time series and take into account that over one influenza season a specific proportion of the population becomes
infected with influenza. Another key aspect that we have used in this study is that we use a vaccine distribution that is based
on real data specific to the elderly people in the Valencian Community. There are other factors that have not been included in
the model due to the uncertainty, complexity and unfeasibility related to these factors. For instance, age has not been
accounted explicitly in the model, even though some studies have mentioned that the age of individuals affect the efficacy of
the vaccine. However, as it is common in mathematical epidemiology this approach implicitly aggregates or averages different
factors over the whole population (Hethcote, 2000). Thus, the estimate of the vaccine efficacy provided in this study can be
taken as an approximation to the exact value. The vaccine efficacy estimation obtained in this study partially agrees with
some previous studies related to the influenza vaccine which in some way adds reliability to the study. Nevertheless, this
estimate is subject to variability due to the uncertainty of the data and some values of the model parameters. In (Diaz-
Granados et al., 2012) it was found from a review of thirty studies that the vaccine efficacy was 65% against any strain.
This efficacy is lower that what it was obtained in this study. This could be due to the fact thta the influenza vaccine efficacy
depends on many variables such as type of vaccine, age of vaccinees, level of matching to the circulating strains to the vaccine
and the methodology to measure the efficacy (Diaz-Granados et al., 2012). Moreover, it could be possible that vaccinated
people can have mild symptoms and therefore present a lower percentage of reporting. This would affect the estimation of
the vaccine efficacy.

As in any mathematical model there are assumptions and limitations. Oftentimes, the limitations are associated with the
assumptions made to design the model. In this study we have used real data regarding reported influenza cases in the
Valencian Community, Spain. A key aspect of this study is that we used a vaccine distribution over time that is based on real
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data specific to the elderly people in the Valencian Community. It might be possible that the vaccine distribution over time
differs for other age groups. Thus, in our study it is assumed that most of the vaccinations occur before the peak of the
influenza season. With regard to the unreported proportion in this study we assumed that it is time-invariant within a single
influenza season. This in reality might be different, but including a time-dependent proportion can create identifiability issues
due to the freedom of the functional form for the unreported proportion. With regard to the model, we know that any model
is an approximation of the real world phenomenon. For instance, the age-structure often affects the dynamics. Also it has
been found that the vaccine efficacy varies with age. The possibility that within a season some recovered people become
susceptible has not been considered due to the short time span of one season, but this might affect the exact value of the
vaccine efficacy. In addition, in the mathematical model, it is assumed that the vaccinated and unvaccinated populations have
similar behaviors, but in reality, their behaviors could be different. This might affect the estimation of the vaccine efficacy.
Another aspect that we should mention is that the outcomes of this study partially rely on previous information related to the
final epidemic size for one influenza season (Departamento de Seguridad Nacional, 2023; Russell et al., 2008; Stohr, 2002;
Tokars et al., 2018). Thus, the results presented in this study should be taken with caution, if any of the assumptions of this
study are not satisfied.

Finally, although the proposed mathematical approach considers the inherent uncertainty around some parameters of this
complex problem, a deterministic (exact optimal value) calibration approach has been adopted to find the unknown pa-
rameters. As future lines, this approach could be extended to a random model, whose parameters are random variables, and a
stochastic calibration for identification of the unknown parameters. To the best of our knowledge this is the first integrated
mathematical approach that considers unreported cases, vaccine coverage, epidemic size for one influenza season and real
data. For all these reasons, we think this study presents a plausible mathematical approach to study the influenza vaccine
efficacy and gives further insight into this important public health topic.
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