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Abstract

Objectives: Diabetes is a metabolic disease and early detection is crucial to ensuring a healthy life for people with predia-
betes. Community care plays an important role in public health, but the association between community follow-up of key life
characteristics and diabetes risk remains unclear. Based on the method of optimal feature selection and risk scorecard, fol-
low-up data of diabetes patients are modeled to assess diabetes risk.

Methods: We conducted a study on the diabetes risk assessment model and risk scorecard using follow-up data from dia-
betes patients in Haizhu District, Guangzhou, from 2016 to 2023. The raw data underwent preprocessing and imbalance
handling. Subsequently, features relevant to diabetes were selected and optimized to determine the optimal subset of fea-
tures associated with community follow-up and diabetes risk. We established the diabetes risk assessment model.
Furthermore, for a comprehensible and interpretable risk expression, the Weight of Evidence transformation method was
applied to features. The transformed features were discretized using the quantile binning method to design the risk score-
card, mapping the model’s output to five risk levels.

Results: In constructing the diabetes risk assessment model, the Random Forest classifier achieved the highest accuracy. The
risk scorecard obtained an accuracy of 85.16%, precision of 87.30%, recall of 80.26%, and an F1 score of 83.27% on the
unbalanced research dataset. The performance loss compared to the diabetes risk assessment model was minimal, suggest-
ing that the binning method used for constructing the diabetes risk scorecard is reasonable, with very low feature informa-
tion loss.

Conclusion: The methods provided in this article demonstrate effectiveness and reliability in the assessment of diabetes risk.
The assessment model and scorecard can be directly applied to community doctors for large-scale risk identification and
early warning and can also be used for individual self-examination to reduce risk factor levels.
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Introduction
Diabetes is a metabolic disease1 that clinically presents as
chronic hyperglycemia, abnormal blood lipids and proteins,
and other symptoms that increase the risk of morbidity and
mortality,2 including kidney disease, vision loss, and heart
disease.3 Diabetes has become a rapidly growing chronic
health problem worldwide.4,5 The major risk factors for dia-
betes are considered to be unhealthy diet, aging, family
history, race, obesity, sedentary lifestyle, and previous history
of gestational diabetes.6,7 Previous studies have also reported
that gender, bodymass index (BMI), pregnancy, andmetabolic
status are associated with diabetes.8,9 Early detection and
symptomatic treatment are crucial to ensure the healthy life
and well-being of individuals with prediabetes.10–13

With the continuous advancement of technology,
machine learning and deep learning techniques have
become very useful in early prediction and disease ana-
lysis.14–17 In recent years, many algorithms have been
used to predict diabetes. Polat and Güneş12 used Neuro
fuzzy inference and 10-fold cross-validation on the Pima
Indian dataset to obtain an Accuracy of 89.47%, and dis-
played Age, BMI, number of pregnancies, glucose toler-
ance test result, diastolic blood pressure, Features such as
triceps skin fold thickness, 2-h serum insulin, and diabetes
pedigree function are diabetes-associated parameters. Yu
et al.13 used Support Vector Machine and 10-fold cross-
validation on NHANES (National Health and Nutrition
Examination Survey) USA to obtain 83.5% area under
curve (AUC) and display family history, age, gender, race
and ethnicity, weight, height, waist circumference, BMI,
hypertension, physical activity, smoking, alcohol use, edu-
cation, and household income are diabetes-related para-
meters. López et al.18 used Random forest (RF) and
10-fold cross-validation in Girona, Spain to obtain an
AUC of 89%, and showed that Genetic data (Single nucleo-
tide polymorphisms, SNP), age, BMI, and sex are related to
diabetes parameter. Zou et al.19 used RF and 5-fold cross-
validation in Chinese hospital to obtain 80.8% accuracy
and displayed age, pulse rate, breath, left systolic pressure
(SP), right SP, left diastolic pressure, right diastolic pres-
sure, height, weight, physique index, fasting glucose, waist-
line, low-density lipoprotein (LDL), and high-density
lipoprotein (HDL) are diabetes-related parameters. Dinh
et al.20 used XGBoost (an ENSEMBL model) and 10-fold
cross-validation on NHANES (National Health and
Nutrition Examination Survey, USA), obtained an AUC
of 84.4%, and showed 24 most important variables out of
123: blood osmolality, sodium, blood urea nitrogen, trigly-
ceride, LDL, age, waist, leg length, chloride, self-reported
greatest weight, close relative had diabetes, total choles-
terol, gamma–glutamyl transferase, ethnicity, systolic
blood pressure, HDL, pulse, carbohydrate intake, general
health condition, mean cell volume, aspartate aminotrans-
ferase, lymphocyte number, and white blood cell count

are parameters associated with diabetes. Han et al.21 built
three binary classification models to distinguish normal
fasting plasma glucose (NFG) from mildly impaired
fasting plasma glucose (IFG), NFG from type 2 diabetes
(T2DM), and IFG from T2DM, using XGBoost as the
basic classifier based on the Beijing Physical Examination
Center dataset. NFG (fasting plasma glucose [FPG] <
6.1 mmol/L), IFG (6.1 mmol/L
≤ FPG< 7.0 mmol/L), T2DM (FPG> 7.0 mmol/L). The
AUCs of these models on the test data set were 78.08%,
86.87%, and 70.67%, respectively. They used the Gini
impurity index to evaluate the importance of features,
sorted them according to the importance of features, com-
bined with the incremental feature selection strategy to
mine-related risk factors, showing that age, triglycerides
ester, waist height ratio, and SP are important risk factors.
Phongying and Hiriote22 proposed new diabetic classifica-
tion models that incorporate hyperparameter tuning and
the addition of some interaction terms into the models.
For the four machine learning techniques, decision trees,
RFs, support vector machines, and K-nearest neighbors
(KNN), the models with interaction terms have better clas-
sification performance. Among the models with interaction
terms, the RF classifier exhibits the best performance. To
provide a more intuitive assessment of the risk of diabetes,
in recent years, multivariable risk scores have been devel-
oped to predict the risk of diabetes in the general popula-
tion. These risk scores are recommended in current
chronic disease prevention guidelines and have been imple-
mented in prevention programs in some countries. A
study23 developed a score based on routinely collected
information to identify individuals at potential risk of
undiagnosed diabetes. Another study24 conducted a cross-
sectional analysis using data from the Rancho Bernardo
study (age 67± 11 years) to establish a predictive rule
that could predict abnormal PCPG ≥140 mg/dl in nondia-
betic participants. A study25 developed and validated a sim-
plified Indian Diabetes Risk Score (IDRS) for detecting
undiagnosed diabetes in India. The IDRS was derived
from the Chennai Urban Rural Epidemiology Study and
was developed based on the results of multiple logistic
regression (LR) analysis. Internal validation was con-
ducted on the same data. In a study,26 a random population
sample of men and women aged 35–64 who had not
received any antidiabetic medication treatment at baseline
and were followed up for 10 years. A multinomial LR
model was used to assign a score to each variable cat-
egory. The diabetes risk score was composed of the sum
of these individual scores.

Diabetic patients manage chronic diseases through
community follow-up services. These studies have
achieved good model performance, but the sample data
used in the research are not directly from community
follow-up, and cannot be effectively used for large-scale
screening and early warning in the community. In order
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to overcome the shortcomings of the previous model, we
directly extracted the daily diabetes follow-up data from
the community service management information system
and developed a risk assessment model and scorecard
based on real large-scale data, which is conducive to the
large-scale popularization of the model and facilitates
community follow-up doctors to patients rapid identifica-
tion screening.

Materials and methods

System design

We first preprocess the acquired community follow-up data
(variable transformation, outlier processing, missing value
processing), and then use oversampling for data balance
to obtain a balanced data set, and select the optimal
feature subset through three feature selection techniques.
Then, use six algorithm models to train and verify the
data set to obtain the optimal prediction algorithm model.
Finally, create a diabetes risk scorecard. The whole research
process is shown in Figure 1.

Patients and data sets

We obtained community follow-up records of type 2 dia-
betes patients from 2016 to 2023 from the grassroots com-
munity service management system in Haizhu District,
Guangzhou. There are a total of 16 initial parameters.
According to actual needs and clinical experience, we
deleted six features that are not related to the label. For
example, BMI is a more reasonable indicator to evaluate

a person’s physical fitness, so we deleted the weight. The
description of the 10 parameters is as follows:

BMI: Body Mass Index.

Age: Age.

Smoking: Smoking status, in units of cigarettes, 20 cigar-
ettes per pack.

Staple_food: Staple food, measured in grams.

Exercise_frequency: Exercise frequency, which refers to
the number of exercises per week.

Exercise_time: The duration of a workout, in minutes.

Drinking: drinking state, with Chinese Baijiu as the unit.

Systolic_BP: Systolic blood pressure.

Diastolic_BP: Diastolic blood pressure.

Diabetes: 0 means no diabetes, 1 means diabetes. In the
dataset, there are 188,753 instances with label 0 and
63,423 instances with label 1.

In order to facilitate feature collection for clinical appli-
cations, we added three new features. In order to explore the
relationship between limb blood pressure difference and

Figure 1. Research flowchart.
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diabetes, the index pressure difference of systolic blood
pressure and diastolic blood pressure is added. The three
new features are calculated as follows:

BMI_age=BMI * Age.

Exercise_total_time=Exercise_frequency * Exercise_time.

Diff_BP= Systolic_BP - Diastolic_BP.

In order to eliminate the noise in the initial data and
obtain high-quality data, we have done a series of data pre-
processing. First, the text feature code is converted into a
discrete variable, and the abnormal range data are elimi-
nated. Then, the samples with missing values are deleted,
and the duplicate samples are deleted. The final processed
data set has a total of 252,176 records, including 13 para-
meters, with 12 features.

Data balancing processing

Through the statistics of the processed data set according to
the target value of diabetes classification, we found that
74.8% of the samples are labeled 0, and 25.2% of the
samples are labeled 1. The data set is unbalanced. When
traditional classification algorithms perform binary classifi-
cation on a dataset, they usually assume that the number of
samples in the class to be classified in the dataset is approxi-
mately equal. If traditional classification algorithms are
used for binary classification of imbalanced data, the ori-
ginal classification boundary is easily affected by small
class samples. If this method is used to train the sample
data set, the decision boundary will be shifted and classifi-
cation errors will occur. There are two ways to equalize the
samples: undersampling and oversampling. The former
achieves interclass sample balance by deleting some major-
ity class samples, while the latter achieves interclass sample
balance by generating minority class samples. Because
undersampling may lose the effective information of the
original sample set, resulting in inaccurate classification,
most of the current related research uses oversampling.27

We evaluated the skewness of the key features of the data
set, converted them to normal distribution using nonlinear
scaling, and then used three oversampling methods, namely
synthetic minor oversampling technique (SMOTE), adaptive
synthetic sampling (ADASYN), RandomOverSampler, and
two undersampling methods, RandomUnderSampler and
Near Miss, to balance the data set. And draw histograms
of the dataset before and after equalization, as well as the
scatter distribution after dimensionality reduction, and
select a more suitable equalization algorithm based on the
distribution of main features.

Skewness. Skewness is a measure of the direction and
degree of skewness in the distribution of statistical data,

which is a numerical characteristic of the degree of asym-
metry in the distribution of statistical data. The characteris-
tic number that characterizes the degree of asymmetry of
the probability distribution density curve relative to the
average value. Skewness is the third-order normalized
moment of the sample.28,29 The definition formula is as
follows:

Skew(X) = E[(
X − μ

σ
)3] = k3

σ3
= k3

k3/22

(1)

where k2 and k3 represent the second-order and third-order
central moment, respectively.

The skewness of normal distribution is 0, and the tail
length on both sides is symmetrical. If bs represents
skewness, bs < 0 means that the distribution has a nega-
tive deviation, also known as left skewness. At this
point, there are fewer data on the left side of the
mean than on the right side, which is intuitively mani-
fested as the left tail being longer compared to the right
tail, because a few variables have small values, causing
the left tail of the curve to drag too long; If bs > 0, the
distribution has a positive deviation, also known as a
right skewness. At this point, there are fewer data on
the right side of the mean than on the left, which is
intuitively manifested as the tail on the right side
being longer compared to the tail on the left, because
a few variables have large values, causing the tail on
the right side of the curve to drag too long; If bs
approaches 0, it can be considered that the distribution
is symmetric.

Synthetic minor oversampling technique. The SMOTE algo-
rithm is a common algorithm for imbalanced data augmen-
tation proposed by Chawla et al.30 Its basic principle is to
expand the data by random linear interpolation between a
few samples and their neighbors to achieve a certain imbal-
ance ratio. The imbalance ratio is the ratio of the number of
few class samples to the number of many class samples in
the sample set.

The specific steps of the SMOTE algorithm are: for
any small class sample xi (i= 1, 2,…, n), calculate the dis-
tance between xi and other small class samples, and
obtain the k nearest neighbors of sample xi. Then, m
nearest neighbor samples are randomly selected from k
nearest neighbors, recorded as xij ( j= 1, 2,…, m), and
new few class samples are constructed by random
linear interpolation between xi and xij. The interpolation
formula is:

xnew = xi + rand(0, 1)(xij − xi) (2)

Among them, xnew represents a small class of artificially
constructed samples, and rand(0,1) is a random
number that satisfies a uniform distribution on the inter-
val (0,1).
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Adaptive synthetic sampling. The ADASYN algorithm
comes from small class sample points that are adaptively
synthesized. This method synthesizes subcategory sample
points based on their distribution status. The algorithm
steps are as follows:31

1. Determine the number of samples to generate:

G = (ml − ms) × β (3)

ml represents the number of existing majority class
samples; ms represents the number of existing minority
samples; β ∈[0, 1], when β= 1, the number of minority
and majority class samples after synthesis is equal.

2. Calculate the proportion of majority class samples
among the K nearest neighbors of each minority class
sample:

ri = Δi / K (4)

Δi is the number of majority class samples in K
nearest neighbors of the i-th minority class sample,
i= 1, 2,…, ms.

3. Standardized ri:

r̂i = ri /
∑ms

i=1

ri (5)

4. Calculate the number of new samples to be generated
for each minority sample:

gi = r̂i × G (6)

G represents the total number of samples that need to be
generated.

For each minority class sample xi, generate gi new
samples according to the following equation:

si = xi + (xzi − xi) × λ (7)

si represents the generated sample; xzi is a randomly
selected minority class sample from the K nearest neighbors
of xi; λ is a random number, λ ∈[0,1].

RandomOverSampler. Random oversampling is to increase
the number of minority samples in the dataset by
copying them, so as to achieve the goal of category
balance. Assuming the number of minority class samples
is N−m. The number of samples in most classes is N−M.
If the multiple of oversampling is k (i.e., minority
samples are copied k times), the number of samples after
oversampling is:

N−m′ = k × N−m (8)

N−M′ = N−M (9)

RandomUnderSampler. Random undersampling is achieved
by deleting the majority of class samples to reduce their
number in the dataset, thereby achieving class balance.
Mathematically, assuming the number of samples in most
classes is N−M. The number of minority samples is N−m.
If the undersampling multiple is k (i.e., the proportion of
deleting most class samples), the number of samples after
undersampling is:

N−m′ = N−m (10)

N−M′ = k × N−M (11)

Near Miss. Near Miss reduces the number of majority class
samples by selecting minority class samples that are close to
the majority class samples. There are several variants of the
Near Miss algorithm: Near Miss-1, Near Mis-2, and Near
Mis-3. We use Near Miss-1.

Near Miss-1 selects the K minority class samples closest
to the majority class samples and retains them in the under-
sampled dataset. Mathematically, assuming the number of
samples in most classes is N−M. The number of minority
samples is N−m. If the number of neighbors is K, and the
number of samples after undersampling is N ′, then Near
Miss-1 is expressed as follows:

N ′ = K × N−M (12)

Characteristic selection of diabetes

Feature selection aims to filter out features that may carry
redundant information, and the goal is to find the optimal
feature subset.32 Feature selection can eliminate irrelevant
or redundant features, thereby achieving the purpose
of reducing the number of features, improving model accur-
acy, and reducing running time. On the other hand, the truly
relevant features are selected to simplify the model. We
evaluated three feature selection methods, SelectKBest
with ANOVA-based, Recursive Feature Elimination
(RFE), and SelectKBest with Mutual Information, compar-
ing the relationship between different numbers of features
and the AUC score of a RF classifier.

For each method, a range of values of k is traversed
(selecting the number of features to select), the feature
selection method is fitted on the training data, the train-
ing and test data are transformed using the selected fea-
tures, the data are scaled using the StandardScaler, using
the RandomForestClassifier with default hyperpara-
meters on the scaled data, the ROC AUC score for the
training data was calculated. See Appendix A for
pseudocode.

Selectkbest with ANOVA-based. SelectKBest with ANOVA
is an analysis of variance (ANOVA)-based feature selection
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method suitable for classification problems. It calculates the
variance ratio (F-value) between each feature and the target
variable, sorting the features based on these values. The top
k features with the highest F-value are then selected.

When using SelectKBest, specify the desired number of
features, denoted as k, and the chosen statistical test
method, in this case, ANOVA. For the training data,
SelectKBest calculates the F-value for each feature in rela-
tion to the target variable, ultimately selecting the top k fea-
tures with the highest F-value. Applying this same subset of
features to the test data ensures consistency in the feature
space between the training and test datasets.

Recursive feature elimination. Recursive feature elimination
is a model-based feature selection method that can be used
for classification or regression problems. It selects features
by recursively training the model and discarding the least
important features.

When using RFE, you need to specify the number
of features k to be selected and the model to use
(RandomForestClassifier is selected here). Then, for the
training data, RFE first trains a base model containing all
features, then sorts the features according to their import-
ance, removes the least important features, trains the
model again, and repeats this process until k features are
selected. Use the same subset of features on the test data
to ensure that the training and test data have the same
feature space.

SelectKBest with mutual information. SelectKBest with
Mutual Information is a feature selection method based on
mutual information, applicable to classification or regression
problems. It calculates the mutual information between each
feature and the target variable, sorting the features based on
these values. The top k features with the highest mutual infor-
mation values (IVs) are then selected.

When using SelectKBest, it is essential to specify the
desired number of features, denoted as k, and the chosen
statistical test method, in this case, Mutual Information.
For the training data, SelectKBest calculates the mutual
information for each feature in relation to the target vari-
able, selecting the top k features with the highest mutual
IVs. Employing this identical subset of features on the
test data ensures consistency in the feature space between
the training and test datasets.

Classification algorithm

After obtaining the optimal eight features, we used six
models to evaluate the predictive performance of dia-
betes,33–39 namely Random Forest (RF), Gradient
Boosting Decision Tree (GBDT), eXtreme Gradient
Boosting (XGB), K-Nearest Neighbors (KNN), Multilayer
Perceptron (MLP), and Ensemble Learning (VC), in order
to achieve the best good forecast. We evaluate model

results using a confusion matrix. The performance of the
model is evaluated using four evaluation indicators: accur-
acy (Acc), sensitivity (Sens), precision (Pre), and F1
score.40–42

Random forest. Random forest is a VC algorithm based on
decision trees. By randomly selecting samples and features,
a classifier composed of multiple decision trees {h(x, θk)} is
generated, where {θk} are mutually independent and iden-
tically distributed random vector. Finally, the final class
label of the input vector x is determined comprehensively
by all decision tree votes.

In order to construct k trees, k random vectors
θ1, θ2, . . . θk need to be generated first, and these random
vectors θi are independent of each other and have the
same distribution. The random vector θi is used to construct
the decision classification tree h(x, θi), which is simplified
as hi(x). In the process of constructing the tree, according
to the principle of minimum node impurity, a feature is ran-
domly selected from the features for branch growth. In the
risk prediction of diabetes, RF can predict the risk of disease
according to the combination of multiple variables.

I is an indicator function used to assess whether a condi-
tion holds true. In this context, the condition is hi(x) = c,
signifying whether the classification result of tree hi for
input sample x is of category c. nhi represents the number
of leaf nodes in tree hi, indicating the complexity or depth
of this particular tree.

∑nhi
i=1 I(hi(x) = c) involves traversing

all leaf nodes of tree hi and counting the nodes that satisfy
the condition hi(x) = c. argmaxc signifies selecting the cat-
egory c that maximizes the expression within the paren-
theses among all possible categories. The final predicted
category cp is determined by choosing the category that
appears most frequently among all trees, considering the
condition hi(x) = c:

cp = argmax
c

∑nhi
i=1

I(hi(x) = c) (13)

Gradient boosting decision tree. Gradient boosting decision
tree is an improved Boosting algorithm, which uses the
CART decision tree as the base classifier, and connects a
series of CART base classifiers in series to obtain an inte-
grated model. The basic idea of GBDT is to learn from
the gradient descent method, continuously train newly
added weak classifiers according to the negative gradient
information of the current model loss function, and then
integrate the trained weak classifiers into the existing
model in the form of accumulation. The loss function of
GBDT for two classifications is expressed as:

L(y, f (x)) = log (1+ exp (−yf (x))) (14)

f (x) = 1
2
log

p(y = 1|x)
p(y = −1|x)

[ ]
(15)

6 DIGITAL HEALTH



eXtreme Gradient Boosting. The XGBoost algorithm is an
optimized distributed gradient enhancement library, which
uses the CART decision tree as the base classifier, uses
the new function formed by the newly added tree to fit
the previously predicted residual, and then accumulates
the predicted results of all trees to obtain the final predicted
result. The basic idea of XGBoost is the same as GBDT, but
XGBoost performs many optimizations. XGBoost adopts
second-order derivative optimization, while GBDT adopts
first-order derivative optimization; the objective function
of XGBoost adds regularization, but GBDT does not;
XGBoost automatically handles default values, while
GBDT does not allow default values. The objective func-
tion of XGBoost is:

min L =
∑n
i=1

l(yi, ŷi)+
∑K
k=1

Ω(fk) (16)

Ω(fk) = γT + 1
2
λ
∑T
j=1

W2
j (17)

In the formula, n is the number of training samples, k
is the number of decision trees, and fk is the base learner.
The loss function l is used to measure the gap between
the true score and the predicted score. The regularization
term Ω consists of two parts, where T represents the
number of leaf nodes, W is the leaf node score, repre-
senting the output value or score of the model at each
leaf node; γ and λ represent the degree of punishment,
which can control the number of leaf nodes and limit
the score of nodes, preventing the model from overfit-
ting the training data and losing the prediction effect
lead to overfitting.

K-Nearest neighbors. K-Nearest Neighbors is a classifica-
tion algorithm based on sample distance. The basic idea
is to find the K labeled samples (i.e., K nearest neighbors)
that are closest to the sample to be classified in the feature
space, use the labels of these samples as a reference, and
assign the category label with the highest proportion to
the sample to be labeled through voting and other
methods. The selection of K value, distance measure,
and classification decision rule is the three basic elements
of KNN. In the risk prediction of diabetes, the K-nearest
neighbor algorithm can predict the risk of disease accord-
ing to the similarity between the patient’s physiological
indicators and personal information and the samples in
the training set.

Multilayer perceptron. An MLP is a neural network–based
classification algorithm consisting of an input layer, a
hidden layer, an output layer, and an activation function.
Between the input layer and the hidden layer, between
the hidden layers, between the hidden layer and the

output layer are all fully connected, and each connection
has a certain weight w, which generally constitutes a
linear mapping from input to output. The introduction
of the activation function increases the smoothness of
the MLP network, making it possible to segment non-
linearly separable data points. Common activation func-
tions include Sigmoid, Relu, and Gelu. In the prediction
of diabetes risk, the MLP can predict the risk of disease
through the calculation of multilayer neurons according
to the patient’s physiological indicators and personal
information. The calculation formula of network layer
nodes is:

xlj = f (
∑Sl−1

k=1

Wl
jkx

l−1
k + blj) (18)

In the formula: xlj is the activation value of the j neuron in
the l layer; Wl

jk is the connection weight between the k

neuron in the l− 1 layer and the j neuron in the l layer;
Sl−1 is the number of nodes in the l− 1 layer, f (∗) is the
Relu activation function; blj is the bias of the j neuron in
the l layer.

Ensemble learning. Ensemble learning is a method of
combining multiple classifiers for prediction, and the
final prediction result can be obtained by voting.43

We use VC soft voting to combine the prediction
results of multiple classifiers to further improve the pre-
diction accuracy and generalization ability. The base
classifiers used in VC are RF, XGB, KNN, MLP, and
GBDT.

Statistical analysis metrics used for model evaluation

1. Accuracy (Acc) is the percentage of correct predictions
made by the classifier during the testing phase com-
pared to the actual value of the target:

Acc = (TP+ TN)
(TP+ TN + FP+ FN)

∗ 100% (19)

2. Sensitivity (Sens) provides information about the true
positive percentage correctly classified during the
testing process:

Sens = TP

(TP+ FN)
∗ 100% (20)

3. Specificity (Spec) provides information about true
negatives correctly classified during the testing
process:

Spec = TN

(TN + FP)
∗ 100% (21)
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4. Precision (Pre) is the percentage of instances marked
positive by the classifier relative to the total predicted
positive (classifier accuracy):

Pr e = TP

(TP+ FP)
∗ 100% (22)

5. The F1 score shows the harmonic average of precision
and recall:

F1score = 2 ∗ TP
(2 ∗ TP+ FN + FP)

∗ 100% (23)

Diabetes risk scorecard

We have developed a risk assessment card based on a
diabetes prediction model, designed to evaluate the risk
of developing diabetes. In comparison to the probability
outputs of machine learning models, the scorecard offers
a more intuitive and interpretable approach to express
risk, with increased stability. The principle is to convert
the coefficients and intercepts of the diabetes prediction
model into easy-to-understand scores, calculate the scores
according to the patient’s characteristic parameters, and
finally map the scores to the corresponding risk levels.
Through the use of risk assessment cards, doctors and
patients can better understand the risk of diabetes and
take corresponding preventive and treatment measures,
thereby improving the effectiveness of diabetes prevention
and treatment. The entire process involves binning, WOE
transformation, feature selection, and score transformation
and is described in detail as follows. See Appendix B for
pseudocode.

Variable binning. Usually, the chi-squared statistic is
employed to measure the class distribution between two
adjacent intervals. If two adjacent intervals exhibit similar
class distributions, they are merged. Otherwise, they remain
separate. The specific binning process is as follows:

1. Continuous variables are divided into 50–100 subgroups.
2. Ensure each subgroup contains both diseased and

healthy samples.
3. Utilize the chi-squared test to compare the similarity

between two bins. Conduct a chi-squared test between
adjacent groups and merge the two groups with the
largest chi-squared test p-value until the number of
groups is less than the set number of bins.

4. A feature is divided into several bins. Observe the
changes in IV for each group of bins to determine the
most suitable number of bins.

5. After binning, calculate the Weight of Evidence (WoE)
value for each bin.

WOE encoding. WOE, short for Weight of Evidence, is the
ratio of chronic disease patients to healthy individuals in

the current bin and the difference in this ratio compared
to the overall population. The larger the WOE, the greater
the likelihood of chronic disease patients in the current
group. Conversely, the smaller the WOE, the less likely
the samples in this group will exhibit the response. For
the i-th bin of the independent variable, the WOE value
can be calculated as follows:

WOEi = ln (
pi1
pi0

) = ln (
#Bi / #BT

#Gi / #GT
) (24)

pi1 is the proportion of chronic disease patients in the i-th
bin to all chronic disease patients. pi0 is the proportion of
healthy individuals in the i-th bin to all healthy individuals.
#Bi is the number of chronic disease patients in the i-th bin.
#Gi is the number of healthy individuals in the i-th bin. #BT

is the total number of chronic disease patients. #GT is the
total number of healthy individuals.

Univariate selection based on IV values. The formula to cal-
culate the IV value for the i-th bin of a variable is given by:

IVi = (
#Bi

#BT
− #Gi

#GT
) ∗ ln ( #Bi / #BT

#Gi / #GT
)

= (
#Bi

#BT
− #Gi

#GT
) ∗WOEi (25)

The IV value for the variable is the sum of the IV values for
all the bins.

Conversion into a scorecard. After modeling and evaluating
the data following the binning process, it is necessary to
transform the model into a standard scorecard. This
process is referred to as the scaling of the credit scorecard.
The score scale set by the credit scorecard can be calculated
using the following formula:

Score = A− B × ln (odds) = A− B × θTx (26)

In this expression, odds represent the ratio of healthy indi-
viduals to patients, ln (odds) is the natural logarithm of the
odds, which is the coefficient of LR. A and B are constants.
Logistic regression is, in fact, a linear regression model with
the natural logarithm of the odds as the dependent variable.
The score when the odds are θ0 is P0, and the score when
the odds are 2θ0 is P0 − PDO. Substituting these values
into the linear expression above, we obtain:

P0 = A− B × log (θ0)

P0 − PDO = A− B × log (2θ0)
(27)

Solving this system of equations, we can obtain the values
for A and B. In practical applications, we calculate the
scores corresponding to each bin for each variable. When
a new user’s data are available, their values for each bin
are added together. Finally, the initial base score is added
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to get the overall result:

Score = A− B{θ0 + θ1x1 + ·· · +θnxn} (28)

In the equation, variable x1 . . . xn represents one of the vari-
ables included in the final model. Since all the variables
included in the model have undergone WOE encoding,
each of these independent variables can be expressed in
the form of (θiωij)δij:

Score = A− B

θ0
+(θ1ω11)δ11 + (θ1ω12)δ12 + ···

···
+(θnωn1)δn1 + (θnωn2)δn2 + ···

⎧⎪⎪⎨
⎪⎪⎩

⎫⎪⎪⎬
⎪⎪⎭

(29)

In the equation, A− Bθ0 represents the base score, θi is the
coefficient of the i-th independent variable in LR, ωij is the
WOE value of the j-th bin of the i-th variable, δij is a 0–1
indicator variable where δij = 1 represents the i-th variable
taking the j-th bin, and δij = 0 represents the i-th variable
not taking the j-th bin. Finally, the scorecard is scaled to
obtain a total score between 0 and 100. The final scorecard
consists of the base score and the scores for each bin of each
feature.

Statement

Haizhu District Community Health Development Guidance
Center authorized and approved the data used in our study
and waived the requirement of informed consent. All
methods were carried out in accordance with relevant
guidelines and regulations.

Results

Data balancing

The features of the dataset are all numerical features, and
since we will use a tree based model, we will perform
nonlinear scaling on features with skews greater than
0.5 among various features. In the dataset (Appendix C,
Figure a), “Exercise_Time” skewness is 67.2, “Exercise_
Frequency” skewness is 56.9, “Exercise_Total_Time”
skewness is 49, “Staple_Food” skewness is 10.1,
“Diastolic_BP” skewness is 5.8, and “BMI” skewness is
0.9. We use logarithmic scaling. The logarithmic function
increases the spacing between small numbers and reduces
the spacing between large numbers. When the values of
certain features are densely packed in small values, by
increasing these intervals, our model will increase the inter-
vals of small values, and we can improve the performance
of the model when using these values for training and
testing. After scaling, it can be seen that the skewness has
been greatly improved (Appendix C, Figure b). The top
six skewness values are “Systolic_BP” 0.06, “BMI” 0.04,

“Age” 0.02, “Exercise_Total_Time” 0.02, “Drinking”
0.01, and “Exercise_ Time” 0.01.

Draw a distribution histogram using the maximum skew-
ness feature Systolic_BP as an example. From Appendix D,
Figure (a), it can be seen that the imbalance also seems to
be large. We use three oversampling methods, namely
SMOTE, ADASYN, RandomOverSampler, and two under-
sampling methods, RandomUnderSampler and Near Miss,
to balance the dataset. From Appendix F, it can be seen
that the distribution of samples after oversampling is more
balanced than under sampling. From Appendix D, it can be
seen that among the three oversampling algorithms,
RandomOverSampler has amore balanced distribution com-
pared to SMOTE and ADASYN. From Appendix E, it can
also be seen that the samples after RandomOverSampler
equalization are more concentrated in terms of data distribu-
tion width. Therefore, oversampling RandomOverSampler
is more suitable for us to use the equalization of the
dataset. This has a certain relationship with our dataset.
Thenumber ofminority class samples in the dataset is signifi-
cantly small, and the distribution of samples in other categor-
ies is relatively balanced. Using RandomOverSampler can
easily and quickly increase the number of minority class
samples, thereby balancing the distribution of categories.
In addition, there is no significant overlap between categories
in the dataset, and RandomOverSampler can balance cat-
egories by copying a few class samples without introducing
composite samples, avoiding the potential noise and inaccur-
acy that composite samples may introduce.

Characteristic selection

The dataset we adopted contains a total of 12 clinical fea-
tures. We use feature selection to exclude these redundant
features. We used three feature selection methods
(SelectKBest with f_ANOVA-based, RFE, SelectKBest
with Mutual Information) and compared the relationship
between different numbers of clinical features and the
AUC of RF classifiers. We varied the number of features
selected from 1 to 12 and plotted AUC vs. number of fea-
tures for each method, finding that all methods had the
best AUC score when using eight features. The relationship
between the number of feature selections and AUC is
shown in Figure 1. It can be observed that after the
number of feature variables reaches eight, adding more
feature variables does not improve the performance of the
prediction model, which also indicates that the variables
outside the optimal feature parameters are redundant infor-
mation or noise.

The results of feature parameter importance coefficients
using three feature selection techniques are shown in
Table 1. We noticed that using the eight optimal feature
parameters BMI, Age, diff_BP, Systolic_BP, Diastolic_BP,
Exercise_total_time, and Exercise_frequency, Smoking gen-
erated by SelectKBest with ANOVA-based can achieve an
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accuracy of 89.32%; using the eight optimal parameters
BMI_age, BMI, Age, diff_BP, Systolic_BP, Diastolic_BP,
Staple_food, and Exercise_total_time generated by RFE
can achieve accuracy of 91.42%; the optimal characteristic
parameters BMI_age, BMI, Age, diff_BP, Systolic_BP,
Diastolic_BP, Staple_food generated by SelectKBest
with Mutual Information, and Exercise_total_time can
achieve accuracy of 91.42%. The confusion matrix and
ROC curves using the three feature selection techniques
are shown in Appendix G. The performance and results
of the two optimal feature parameter selection methods
of RFE and SelectKBest with Mutual Information are
basically the same, and the performance is slightly better
than SelectKBest with ANOVA-based. Using the RFE
method requires four feature counts to achieve the
highest AUC. Regardless of the feature selection tech-
nique used, the best feature subset always contained the
six feature variables of BMI, Age, diff_BP, Systolic_BP,
Diastolic_BP, and Exercise_total_time, indicating the
importance of these features in diagnosis and prevention
of diabetes (Figure 2).

Risk assessment of diabetes

Models learned from imbalanced datasets may have poor
generalization ability.44,45 We employ a random oversam-
pling technique for imbalanced datasets by replicating the
minority class examples to balance the data. We divided
the dataset into a training set and a test set in a ratio of
70–30%. By using the eight best features generated by

SelectKBest with Mutual Information, we compared the
performance of six different classifier models, namely RF,
XGB, KNN, MLP, GBDT, and VC, and compared the per-
formance indicators of the six models, as shown in Figure 3
and Appendix H. It can be seen that the classifier based on
RF can achieve 91.41% accuracy, 93.45% precision,
88.51% recall rate, 90.91% F1 score, and 91.33% ROC
performance, all indicators are higher than other five
kind of model. Therefore, RF was chosen as the final algo-
rithm. Furthermore, we utilized the research dataset,
namely the prebalanced dataset, to test the trained

Table 1. Results of feature importance coefficients using three feature selection techniques.

SelectKBest with ANOVA-based RFE SelectKBest with Mutual Information

FEATURE Importance coefficient Feature Importance coefficient Feature Importance coefficient

BMI 0.3160 BMI_age 0.1912 BMI_age 0.1912

Age 0.2136 BMI 0.1827 BMI 0.1827

diff_BP 0.1209 Age 0.1219 Age 0.1219

Systolic_BP 0.1128 diff_BP 0.1094 diff_BP 0.1094

Diastolic_BP 0.1072 Systolic_BP 0.1028 Systolic_BP 0.1028

Exercise_total_time 0.0745 Diastolic_BP 0.0992 Diastolic_BP 0.0992

Exercise_frequency 0.0354 Staple_food 0.0991 Staple_food 0.0991

Smoking 0.0197 Exercise_total_time 0.0937 Exercise_total_time 0.0937

Accuracy 0.8932 Accuracy 0.9142 Accuracy 0.9142

F1 score 0.8855 F1 score 0.9092 F1 score 0.9092

Figure 2. Results of Feature Quantity using Three Feature Selection
Techniques.
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model. The accuracy achieved was 88.94%, with a preci-
sion of 89.51%, recall of 85.56%, an F1 score of 88.27%,
and an AUC of 89.78%.

Diabetes prediction risk assessment card

By using a scorecard calculation, we computed individual
diabetes risk scores to evaluate the risk level of disease.
In constructing the scorecard, we initially discretized con-
tinuous variables using the quantile equal frequency
method and measured the disease probability of each bin
with WoE. After binning, the WoE value for each bin
replaced the original data value, and LR was employed
for modeling. Following modeling, we computed the
scores for each bin using LR coefficients and a score
formula. Finally, the relationship between the total score
and the risk level was determined using a KS curve. We
used the Python library toad for risk scorecard modeling.
Specific steps are as follows:

1. According to the optimal feature selected in 2.4 as the
feature column, it is stored in the train_cols_1 list.

2. Select the feature columns in the train_cols_1 list from
the training dataset and store them in the selected_train
variable. At the same time, the same feature columns as
selected_train are selected from the test dataset and
stored in the selected_test variable.

3. For the feature column in the selected_train variable,
use the toad.transform.Combiner() method for binning.

4. For the binned data, use the toad.transform.
WOETransformer() method for WOE conversion.

5. Use the toad.selection.stepwise() method for feature
selection and use the AIC criterion and two-way
search when selecting features.

6. Use the LogisticRegression() method for model training
and perform model performance evaluation on the train-
ing set.

7. For the test set, use the features selected in the training
set to make predictions and perform model performance
evaluation on the test set.

8. Use the toad.metrics.PSI() method to compare whether
the variable distribution of the training set and the test
set is stable.

9. Use the toad.scorecard.ScoreCard() method to convert
the score and output the converted result.

The scorecard transformation algorithm was used to convert
the model into a scorecard. We set the P0 and PDO values
to 2 and 60. Using the formula 26, we calculated the entire
scorecard. The main feature binning results are shown in
Table 2 and Appendix I. This is the final diabetes risk score-
card. The scorecard consists of base scores and correspond-
ing scores for each bin under each feature. When a new user
emerges, the score is calculated by adding the base score to
the scores for each bin under each feature using the
scorecard.

To set the risk intervals, we employed a KS curve to
describe the total score. The KS value (Kolmogorov–
Smirnov value) is a metric used to evaluate the performance
of classification models, typically employed to assess the
performance of binary classifiers. The KS value represents

Figure 3. Confusion matrices and ROC curves for diabetes risk assessment using RF, XGB, KNN, MLP, GBDT, vc. (a) Confusion matrices
using six models: RF, XGB, KNN, MLP, GBDT, and VC. (b) ROC curves using six models: RF, XGB, KNN, MLP, GBDT, and VC.
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Table 2. Diabetes risk scorecard.

Base_score: 750

Feature Threshold Score Feature Threshold Score

BMI [-inf–20.77) 63.04 diff_BP [-inf–40.0) 53.1

[20.77–21.72) 68.03 [40.0–44.0) 60.39

[21.72–22.32) 61.47 [44.0–46.0) 57.7

[22.32–22.94) 56.58 [46.0–48.0) 57.41

[22.94–23.53) 52.88 [48.0–50.0) 56.93

[23.53–24.22) 56.19 [50.0–52.0) 61.13

[24.22–24.91) 58.77 [52.0–54.0) 60.62

[24.91–25.95) 51.54 [54.0–56.0) 56.54

[25.95–27.46) 49.19 [56.0–60.0) 52.16

[27.46–inf) 41.97 [60.0–inf) 43.11

Staple_food [-inf–200.0) 73.13 Exercise_total_time [-inf–40.0) 65.45

[200.0–250.0) 72.26 [40.0–80.0) 68.22

[250.0–260.0) 39.23 [80.0–90.0) 49.11

[260.0–300.0) 37.05 [90.0–120.0) 59.89

[300.0–330.0) 53.62 [120.0–150.0) 54.68

[330.0–350.0) 41.17 [150.0–180.0) 53.95

[350.0–400.0) 61.6 [180.0–270.0) 47.57

[400.0–500.0) 47.76 [270.0–inf) 40.36

[500.0–inf) 78.53

Systolic_BP [-inf–118.0) 55.43 Diastolic_BP [-inf–70.0) 52.14

[118.0–120.0) 60.61 [70.0–72.0) 64.6

[120.0–123.0) 67.02 [72.0–74.0) 55.85

[123.0–125.0) 63.07 [74.0–75.0) 62.17

[125.0–128.0) 63.78 [75.0–77.0) 62.6

[128.0–130.0) 57.91 [77.0–78.0) 41.72

[130.0–131.0) 62.24 [78.0–80.0) 58.24

(continued)
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the maximum difference between the true positive rate
(True Positive Rate) and the false positive rate (False
Positive Rate) at different probability thresholds. A higher
KS value indicates a better ability of the model to distin-
guish different thresholds. As shown in Figures 3(d), the
KS values is 0.74, respectively, suggesting a favorable
model performance. The corresponding thresholds at the
maximum turning point is 0.39, respectively. Hence, 0.39
was set as the intermediate threshold. For anyone undergo-
ing the test, a lower score corresponds to a higher risk of
diabetes. Conversely, a higher score indicates a lower risk
of diabetes. To provide users with a more direct scoring
effect, we set four score turning points at 0.2, 0.4, 0.6,
and 0.8 based on the KS chart. Adding the base score to
the minimum scores of each feature’s corresponding bin
is calculated as ScoreMin, and adding the base score to
the maximum scores of each feature’s corresponding bin
is calculated as ScoreMax. Based on the four score
turning points obtained from the KS chart, ScoreMin and
ScoreMax are divided into intervals. The total score can
be divided into five risk intervals, corresponding to low
risk, relatively low risk, moderate risk, relatively high
risk, and high risk. When a new user appears, the risk situ-
ation is determined by using the scorecard to sum the base

score with the scores corresponding to the bins of each
feature and identifying the risk interval of the total score.

In the process of discretizing continuous features
through binning algorithms, there is inevitably an infor-
mation loss. Therefore, it is necessary to assess the
model’s performance at this stage to determine the
degree of information loss due to binning. We use the
test set to verify the effectiveness of the scorecard, and
the resulting confusion matrix, ROC, TPR, and FPR are
shown in Figure 4(a)–(c). The experimental results
show that the accuracy of the risk scorecard on the train-
ing set is 94.83%, the precision is 97.54%, the recall is
91.64%, and the F1 score is 94.50%. The accuracy of
the risk scorecard on the test set is 86.70%, the precision
is 89.08%, the recall is 80.34%, and the F1 score is
84.48%. Furthermore, we tested the risk scorecard on
the research dataset, which is the dataset before balan-
cing. The results were an accuracy of 85.16%, precision
of 87.30%, recall of 80.26%, and an F1 score of
83.27%. It can be seen that the risk scorecard has little
performance loss compared to the 3.3 model performance.
This suggests that the binning method used to construct
the diabetes risk scorecard is reasonable and results in
very low feature information loss.

Table 2. Continued.

Base_score: 750

Feature Threshold Score Feature Threshold Score

[131.0–134.0) 51.7 [80.0–82.0) 59.51

[134.0–136.0) 48.89 [82.0–85.0) 50.95

[136.0–inf) 30.74 [85.0–inf) 40.57

Age [-inf–51.0) 47 BMI_age [-inf–1158.56) 57.81

[51.0–55.0) 54.73 [1158.56–1273.98) 57.36

[55.0–59.0) 49.64 [1273.98–1363.20) 56.63

[59.0–61.0) 54.91 [1363.20–1453.28) 54.06

[61.0–65.0) 52.05 [1453.28–1541.08) 55.95

[65.0–69.0) 63.22 [1541.08–1636.8) 53.35

[69.0–73.0) 48.13 [1636.8–1736.04) 52.28

[73.0–77.0) 53.62 [1736.04–1858.08) 54.81

[77.0–82.0) 64.84 [1858.08–2028.74) 60.9

[82.0–inf) 69.49 [2028.74–inf) 56.21
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Discussion
According to “Characteristic selection” section, regardless
of the feature selection technique used, the optimal
feature subset consistently includes six features: BMI,
Age, diff_BP, Systolic_BP, Diastolic_BP, and Exercise_
total_time. This indicates the importance of these features
in the diagnosis and prevention of diabetes. Using the
eight best features generated by the SelectKBest with
Mutual Information method and the best RF classifier
obtained in “Risk assessment of diabetes” section as a com-
parative baseline, we attempted to remove BMI_age and
Staple_food, keeping only the subset of six best features.
The accuracy in this case was 83.89%. Trying to remove
only the most important features, BMI_age and BMI,
resulted in an accuracy of 80.45%. Removing only
BMI_age and Age led to an accuracy of 82.32%.
Simultaneously removing the top three important features,

BMI_age, BMI, and Age, resulted in an accuracy of
66.57%. The results are presented in Appendix J, showing
that compared to the optimal features with an accuracy of
86.94% in “Risk assessment of diabetes” section, the
model’s performance significantly decreases when key fea-
tures are removed, indicating that the amalgamation of fea-
tures provides richer information and better comprehensive
judgment of diabetes risk. The integration of various features
enhances the robustness, reliability, and accuracy of the pro-
posed diabetes diagnostic model.

We further analyzed the distribution of typical diabetes
features, providing a detailed presentation of the differences
between diabetes patients and healthy individuals, as shown
in Appendix K. Apart from the features Staple_food and
Exercise_total_time, all other features exhibit significant
statistical differences. Individual BMI, age, and blood pres-
sure are closely associated with diabetes, being the most
crucial risk factors. The risk of an individual developing

Figure 4. Establishment of the diabetes risk assessment card model. (a) Confusion matrix of the training set for the scorecard. (b)
Confusion matrix of the validation set for the scorecard. (c) ROC curve for validating the performance of the scorecard. (d) TPR (True
Positive Rate), FPR (False Positive Rate), and KS curve for validating the performance of the scorecard.
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diabetes demonstrates an association with BMI, age, and
blood pressure levels. As BMI increases, the risk of dia-
betes gradually rises. With advancing age, the risk of the
disease also increases. Additionally, elevated blood pres-
sure levels are closely linked to the onset of diabetes. To
effectively prevent and control diabetes, it is essential to
gain a profound understanding of these critical features
and risk factors associated with the disease.

In this context, community-based diabetes prevention
and control efforts become particularly crucial. By strength-
ening preventive measures and interventions at the commu-
nity level, we can enhance residents’ health awareness
and guide them in better managing their personal health.
This includes encouraging the adoption of positive lifestyle
choices, such as maintaining a balanced diet and engaging
in moderate exercise to slow down the increase in BMI.
Furthermore, through health education activities, we can
better convey information about diabetes, raising the
community’s awareness of the disease. Individual self-
health management is a crucial aspect of preventing dia-
betes. Through self-examination, individuals can promptly
detect changes in their bodies and take corresponding mea-
sures. Additionally, encouraging individuals to proactively
adjust their lifestyles, including quitting smoking, moderat-
ing alcohol consumption, and ensuring adequate sleep, con-
tributes to reducing the risk of developing diabetes.

In summary, community-based diabetes prevention and
control efforts require a comprehensive approach, aiming
to reduce the incidence of the disease at its source.
Through the collective efforts of society, we can effectively
improve the lifestyle of community residents, enhance overall
health levels, and reduce the risk of developing diabetes.

While this study has made significant strides, it is not
without notable limitations, one of which is the insufficient
comprehensiveness of the features, potentially impacting
the accurate prediction of disease risk. Nonetheless, we
maintain a positive outlook on the methods proposed in
the study and the predictive model employed. We believe
that training and predicting with a more extensive and com-
prehensive set of features are not only feasible but also
likely to further enhance the predictive accuracy of the model.

In future in-depth investigations, we are committed to
extracting more extensive and comprehensive feature vari-
ables to explore the key factors influencing disease risk
from a more holistic perspective. We plan to employ time-
series analysis on follow-up data to delve deeper into vari-
ables associated with blood sugar improvement, providing
better guidance for the self-health management of patient
populations. Additionally, we will focus on the importance
of early prediction of diabetes complications, with future
work exploring the extraction of more data related to dia-
betes complications to study preventive strategies. This
series of efforts aims to continuously refine our research
framework, ensuring its better alignment with the practical
needs of disease management and prevention.

Conclusions
Based on the method of feature selection and risk scorecard,
we modeled the real follow-up data of diabetic patients
obtained from the grassroots community service manage-
ment information system in Haizhu District, Guangzhou
City, and assessed the risk of diabetes. Firstly, three over-
sampling methods and two undersampling methods were
used to balance the dataset. Through visual analysis, the
oversampling technique RandomOverSampler was selected
as the equalization algorithm. Subsequently, three feature
selection methods were used to screen and optimize the
relevant features of diabetes, and the optimal subset of fea-
tures associated with community follow-up and diabetes
risk was determined, which can be used as a key physio-
logical feature for diabetes patients to focus on. The
WOE conversion method is used to convert the features,
and the quantile sub box method is used to discretization
the converted features, the discretized features are trans-
formed into scores that are easy to understand and
explain, and the patient’s risk is classified into different
levels based on the scores. Finally, the effectiveness and
reliability of this method in diabetes risk assessment were
demonstrated by comparing the predictive performance of
different models. The risk assessment model and scoring
card can be directly applied to large-scale risk identification
and warning by community doctors, as well as for patients
to conduct self-examination and targeted improvement of
their lifestyle, reducing the level of risk factors. The
research results of this paper provide strong support for dia-
betes risk prediction and clinical practice and provide new
ideas and methods for research in related fields.
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Appendix A

Algorithm 1. Feature selection.
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Appendix B

Algorithm 2. Diabetes Risk Scorecard.
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Appendix C

Figure. Skewness values of key features in the dataset before and after nonlinear scaling. (a) Before nonlinear scaling. (b) After nonlinear
scaling.

20 DIGITAL HEALTH



Appendix D

Figure. Systolic_BP distribution histogram. (a) Original; (b) SMOTE; (c) ADASYN; (d) RandomOverSampler; (e) RandomUnderSampler; (f)
Near Miss.
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Appendix E

Figure. Scatter Plot (the horizontal axis is systolic_bp, and the vertical axis is BMI). (a) Original; (b) SMOTE; (c) ADASYN; (d)
RandomOverSampler; (e) RandomUnderSampler; (f) Near Miss.
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Appendix F

Figure. Visualizing after dimension reduction. (a) Original; (b) SMOTE; (c) ADASYN; (d) RandomOverSampler; (e) RandomUnderSampler;
(f) Near Miss.
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Appendix G

Figure. Confusion matrix and ROC curves using three feature selection techniques. (a)–(c) Confusion matrix, ROC curves, and feature
importance using the SelectKBest with ANOVA-based method. (d)–(f) Confusion matrix, ROC curves, and feature importance using the RFE
method. (g)–(i) Confusion matrix, ROC curves, and feature importance using the SelectKBest with Mutual Information method.
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Appendix H

Table. Comparison of performance metrics for the models.

Methods Accuracy (%) Precision (%) Recall (%) F1_score (%) ROC (%)

RF 91.41 93.45 88.51 90.91 91.33

XGB 69.17 69.65 64.59 67.03 69.03

KNN 72.32 75.79 63.09 68.86 72.05

MLP 59.11 58.03 56.77 57.40 59.04

GBDT 58.73 59.35 47.39 52.70 58.40

VC 83.64 88.45 76.24 81.89 83.43
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Appendix I

Figure. Optimal feature binning chart.
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Appendix J

Table. Performance after removing important features.

Accuracy (%) Precision (%) Recall (%) F1_score (%) ROC (%)

Delete BMI_age & Staple_food 83.89 88.84 83.63 86.09 87.77

Delete BMI_age & BMI 80.45 86.19 78.66 82.16 84.29

Delete BMI_age & Age 82.32 88.35 80.59 84.19 86.15

Delete BMI_Age, BMI, Age 66.57 71.43 62.07 66.28 70.32
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Appendix K

Figure. Statistical analysis of the eight best features in healthy individuals and people with diabetes.
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