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Abstract
This paper focuses on the use of ‘black box’ AI in medicine and asks whether the physician needs to disclose to patients 
that even the best AI comes with the risks of cyberattacks, systematic bias, and a particular type of mismatch between AI’s 
implicit assumptions and an individual patient’s background situation. Pace current clinical practice, I argue that, under 
certain circumstances, these risks do need to be disclosed. Otherwise, the physician either vitiates a patient’s informed 
consent or violates a more general obligation to warn him about potentially harmful consequences. To support this view, I 
argue, first, that the already widely accepted conditions in the evaluation of risks, i.e. the ‘nature’ and ‘likelihood’ of risks, 
speak in favour of disclosure and, second, that principled objections against the disclosure of these risks do not withstand 
scrutiny. Moreover, I also explain that these risks are exacerbated by pandemics like the COVID-19 crisis, which further 
emphasises their significance.
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1  Introduction

Artificial intelligence (AI) increasingly executes tasks that 
previously only humans could do, such as driving a car or 
even performing complicated medical procedures. What is 
more, AI also outperforms humans in these tasks. On aver-
age, AI is the better driver and in some domains of medi-
cal diagnosis (Bathaee 2018), drug development (Arshadi 
et al. 2020), and even the execution of treatment and surgery 
(Ficuciello et al. 2019; Ho 2020), AI already is—or soon 
promises to be—better than trained medical professionals.

Unfortunately, the best AI also tends to be the least trans-
parent, often resulting in a ‘black box’ (Carabantes 2019). 
We can see which data go into the AI system and also which 
come out. We may even understand how such AI systems 
work in general terms, i.e. usually through so-called deep 
neural networks. Yet, we often cannot understand why, on a 
certain occasion, the AI system made a particular decision, 
arrived at a particular diagnosis, or performed a particu-
lar move in an operation (Bathaee 2018; Carabantes 2019; 
Coeckelbergh 2020). This is because of the sheer complexity 

of these systems, which may base a single output on as many 
as 23 million parameters, e.g. ‘Inception v3’ developed by 
Google (Wang et al. 2019), and the fact that AI systems 
constantly change their own algorithms without human 
supervision (Bathaee 2018; Price 2017). Although there is 
growing research on so-called “eXplainable AI” (“XAI”) 
(Samek 2019), many aspects of AI are still un-explainable 
and, given the increasing sophistication of AI, they are likely 
to remain so in the future too.

In this paper, I will focus on such non-transparent or, as I 
will also call it, black box AI in medicine. More precisely, I 
will ask whether the physician needs to disclose to patients 
that even the best AI comes with the risks of cyberattacks, 
systematic bias, and a particular type of mismatch. Pace cur-
rent clinical practice, I will argue that, under certain circum-
stances, these risks do need to be disclosed to a patient. Oth-
erwise, the physician either vitiates the patient’s informed 
consent or violates a more general obligation to warn him 
about potentially harmful consequences.

I will proceed as follows. I will first explain the sig-
nificance of medical disclosure and endorse two widely 
accepted conditions in the evaluation of risks: the ‘nature’ 
and ‘likelihood’ of risks (2). I will then discuss each of the 
three aforementioned risks in turn. For each risk, I will 
argue that the conditions of ‘nature’ and ‘likelihood’ speak 
in favour of disclosure and that a more principled objection 
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against disclosing these risks does not withstand scrutiny. 
I will also point out that these risks are exacerbated in a 
pandemic like the COVID-19 crisis (3). Finally, I will sum-
marise my results (4).

2 � Medical disclosure and the assessment 
of risks

People have a right to self-determination, which includes 
a right to decide how their own body will be treated. This 
means that competent individuals, i.e. individuals possess-
ing the required mental capacities, have the right to decide 
which available medical procedures to undergo. Consent is a 
tool for exercising such a right and one by which individuals 
grant their physicians or clinical investigators permission 
to perform a medical procedure, which it would otherwise 
be impermissible to perform. But in order for a competent 
person’s consent to be valid, it has to be informed, which 
means that the individual needs to know the relevant facts 
about the medical procedure.

Thus, the first and most important reason why medical 
disclosure is significant is to ensure that a patient’s consent 
is sufficiently informed. Only if a physician discloses rel-
evant details about a medical procedure or condition to his 
patients can the latter make informed decisions about their 
health care and thereby give valid consent; and since valid 
consent is key to modern clinical practice, medical disclo-
sure of relevant information is highly significant too.

Yet, the need for medical disclosure is not restricted to 
informed consent. As Walker pointed out, only interferences 
with a patient’s body normally require informed consent, but 
not other actions in the medical context. For example, there 
is no requirement of consent to the prescription of medica-
tion (Walker 2017), but in such a context, physicians may 
still be under an obligation to disclose relevant risks and 
provide information. Here, the obligation to disclose rel-
evant information is part of a wider obligation not to warn a 
patient about potentially harmful consequences.

Thus, when discussing medical disclosure in the context 
of AI in this paper, I will focus not only on informed consent 
but also on a more general obligation to disclose relevant 
information to patients. Yet, as the most interesting AI appli-
cations in medicine link to medical procedures which require 
informed consent, my main focus will still be on disclosure 
in the context of consent.

With this clarification of the significance of medical 
disclosure at hand, I will now examine it in greater detail. 
Medical disclosure normally requires physicians to inform 
their patients about the risks, benefits, and potential alter-
natives that a medical procedure or course of action has. In 
this paper, however, I will particularly focus on risks; and 
indeed, in the academic literature, scholars have stressed that 

the disclosure of risks is particularly important and neces-
sary for patients to make a rational and balanced decision.1 
Which particular risks require disclosure has been subject 
to extensive legal and ethical debate (McLean 2010, 47ff). 
But it is generally agreed that a requirement of disclosure 
can be determined on the basis of two criteria: the ‘nature’ 
and the ‘likelihood’ of a risk (Beauchamp and Childress 
2013, 125ff; Berg and Applebaum 2001, 46–58; Herring 
2016, 174–178; Maclean 2009, 135–136, 163–177; McLean 
2010, 42–47, 73–81).

The nature of the risk is what the risk is a risk of or, 
put another way, how bad the potential consequences of a 
medical procedure are. For instance, the risk of paralysis 
is worse and therefore more significant than the risk of a 
bruise. However, to assess the nature of the risk, we can-
not merely look at the objective physical or psychological 
harm but must always also take into account the relevance 
of certain types of harm for individuals.2 For instance, we 
need to take into account that a concert pianist is likely to be 
especially concerned about a slight paralysis of his hands.

On the other hand, the likelihood of a risk is the probabil-
ity of the harm occurring. Risks become more significant the 
more likely they are to materialise.3 However, following the 
influential legal case of Montgomery v Lanarkshire Health 
Board (2015), legal scholars and philosophers alike have 
claimed that even very low risks can require disclosure if 
a reasonable person would consider the risk material to his 
decision, e.g. a risk of paralysis should be disclosed even if it 
is considerably below 1% (Lee and Lai 2020). Moreover, just 
as in the assessment of the nature of a risk, the assessment 
of the likelihood also requires taking into account individual 
perspectives. In other words, we need to take into account 
not only what the average person would consider significant 
but also what an individual, potentially risk-averse patient 
may consider significant.

Thus, risks require disclosure when their nature and like-
lihood are beyond a certain threshold, as measured from the 
perspective of the reasonable and individual consenter. In 
its general form, this view is widely shared and, in what fol-
lows, I will rely on it to support my claims. More precisely, 
using the criteria of ‘nature’ and ‘likelihood’, I will describe 

1  I talk about ‘patient’ and ‘physician’ as in the context of medical 
treatment, but the same statements also apply to ‘participant’ and 
‘investigator’ as in the context of clinical research.
2  See Berg & Appelbaum (2001: 55–57) who distinguish between the 
nature of a risk, narrowly understood as its objective harmful impact, 
and the magnitude of a risk, understood as the subjective impact of 
some harm on a person and his way of life. See also Herring, 2016, 
174–175.
3  Berg adds that imminence is another factor for the evaluation of 
risk. Since imminence does not play a role in my following argu-
ments, I omitted this aspect.
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three characteristic risks of black box AI, viz. cyber-attacks, 
systematic bias, and a particular type of mismatch; I will 
also explain why these risks are exacerbated by pandemics 
like the current COVID-19 crisis and argue that such risks 
need to be disclosed to patients under certain circumstances.

3 � Three risks of black box AI

3.1 � Cyber‑attacks

AI systems are computer systems and, therefore, subject to 
the risk of cyber-attacks. In fact, academic research is con-
tinuously uncovering new ways in which current state-of-
the-art AI can be attacked, highlighting the growing impor-
tance of cybersecurity in medicine (Elsayed et al. 2018; Ilyas 
et al. 2018; Nguyen et al. 2015; Yao et al. 2019). Attacks on 
AI systems can undermine diagnostic accuracy, administer 
lethal drug doses, or sabotage critical moves in an operation 
(Finlayson et al. 2019; Hutson 2018; Kim et al. 2019; Sun 
et al. 2018). In this section, I will focus on one particular 
type of cyber-attack on AI, i.e. ‘input attacks.’ Such attacks 
are especially relevant because they illustrate that, even 
though cyber-risks are not restricted to AI systems and are 
a much wider problem, AI systems display a distinctively 
new cyber-vulnerability and this, therefore, necessitates a 
readjustment of medical disclosure too.

‘Input attacks’ manipulate the data entering the AI sys-
tem so that it will deliver a wrong result (Comiter 2019). 
For instance, an attacker could change the pixel value of 
an MRI scan so that the AI system will categorise tissue as 
falsely malignant with a confidence rate of over 99% when 
it would correctly categorise it as benign with the same con-
fidence rate in the absence of the attack (Finlayson et al. 
2019). As a result, a patient may receive a false diagnosis, 
potentially leading to unnecessary chemotherapy or surgery, 
or even suffer great harm when otherwise necessary surgery 
is misdirected through manipulated medical images, e.g. a 
patient could be blinded in eye surgery or paralysed in spinal 
surgery.

These input attacks are considerably different from tradi-
tional cyber-attacks. Most importantly, they no longer need 
to interfere with or hack the AI system itself. Unlike other 
cyber-attacks, input attacks no longer compromise their tar-
get system. The AI system itself, its algorithm, and how it 
works can be left completely untouched. Input attacks only 
need to manipulate the input data. Hence, unlike traditional 
cyberattacks, “[input] attacks are not bugs in the [AI sys-
tem’s] code that can be fixed—they are inherent in the heart 
of the AI algorithms” (Comiter 2019, 4).

In addition, input attacks are extremely hard to detect. 
They only require very subtle changes to a medical image, 
completely undetectable for the human eye. Attackers only 

need to scatter some digital dust over the image in the right 
places. Moreover, since input attacks do not interfere with 
the AI system itself, there will not be any traces in the AI 
system either. The only way to detect an attack is to detect 
the intrusion in another computer system where the medi-
cal images have been stored (Comiter 2019, 15; Finlayson 
et al. 2019, 1287). But even here, one might be unable to 
tell whether, in addition to the intrusion into the data base 
and the potential theft of medical records, attackers made 
any changes to medical images at all, why they might have 
done so, and what consequences such changes could have.

The nature of this risk of an input attack could indeed be 
significant. When subject to a cyber-attack, a patient might 
not only be severely harmed but also wronged; and being 
wronged, i.e. having a right violated, holds a special signifi-
cance compared to being merely harmed, i.e. having one’s 
interests encroached upon. Compare the situation where 
someone accidentally steps on your toes (i.e. merely harms 
you) with the situation where someone deliberately hurts 
you (i.e. also wrongs you). We attach greater significance 
to being wronged and harmed as opposed to being merely 
harmed because the former not only encroaches upon some 
of our interests, but also calls into question our status as 
someone worthy of respect (Darwall 2006). Thus, the nature 
of the risks of cyber-attacks can speak in favour of disclo-
sure, at least when a patient’s health critically relies on AI 
systems, e.g. in the case of surgery.

Concerning the likelihood of the risk of a cyberattack, we 
know that “[c]yberattacks on medical devices and hospital 
networks are a real and growing threat” (Wellington 2014, 
139) (Argaw et al. 2019; Lallie et al. 2020; Wirth 2020). 
Recent attacks on hospitals in the UK and the Czech Repub-
lic confirm this (Clarke and Youngstein 2017; O’Dowd 
2017). Moreover, we also know that cyber-attacks become 
more frequent in times of pandemics (Argaw et al. 2019; 
Lallie et al. 2020; Wirth 2020). During the current COVID-
19 crisis, we have seen numerous attacks in France, Spain, 
the United States, and other countries. Some forms of tradi-
tional cyber-attacks have even increased by 600% since the 
start of the COVID-19 crisis (Lallie et al. 2020). Therefore, 
insofar as empirical evidence for the likelihood of cyber-
attacks is concerned, we should take the risk of cyber-attacks 
very seriously.

Thus, on the basis of the nature and likelihood of the 
risk of an input attack on AI, disclosure could indeed be 
required, at least in certain cases where the nature and like-
lihood of the risk become significant. Failing to disclose 
this risk could, therefore, vitiate informed consent or violate 
the physician’s obligation to warn patients about potentially 
harmful consequences of certain procedures.

However, there may be a principled objection to this con-
clusion. A number of US legal cases have argued that risks 
require disclosure only if they are ‘inherent’ in a medical 
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procedure (see Gilmartin v Weinreb, Calabrese v Trenton 
State College, Battenfeld v Gregory, Gracia v Meiselman, 
Barclay v Campbell, and Jones v Papp). A risk is ‘inherent’, 
the judges in Jones v Papp explained, if and only if the “risk 
is one which exists in and is inseparable from the procedure 
itself” (Jones v Papp). Conversely, a physician does not have 
a duty to disclose the risks and “dangers in the procedure if 
not done properly” (Mallett v Pirkey).4 Even though these 
cases focused on the risk of negligent action by physicians 
and argued that such risks are not ‘inherent’ so as to require 
disclosure, the conclusions from these cases seem to apply a 
fortiori to the present context too. If risks require disclosure 
only when they are ‘inherent’ in a procedure, then risks aris-
ing from some cyber-interference committed by third-parties 
do not need to be disclosed either. They are simply not a risk 
of the procedure. They are criminal risks.

This objection raises an important point. There is indeed 
a connection between the requirement of disclosure and the 
expertise of a physician qua medical professional. Physi-
cians need to disclose inherent medical risks because their 
medical expertise puts them, unlike laypeople, in a privi-
leged position to know about these risks in the first place. 
However, physicians cannot be expected to make predictions 
about the likelihood of certain people attacking their patients 
through cyber-attacks. After all, physicians are not crimi-
nologists. Thus, they are not in a position, let alone obliged, 
to disclose those risks.

On the other hand, this objection underestimates the new 
quality of input attacks. As explained earlier, input attacks 
leave the AI system completely uncompromised. The AI 
system would still work normally, not be subject to any bug 
or interference, and the physician performing or supervis-
ing the procedure would not fall short of expected profes-
sional conduct. Therefore, none of such AI-based procedures 
can avoid the vulnerability to input attacks. But if this is 
so, then the risk of input attacks does become ‘inherent’ to 
certain medical procedures, as defined earlier: it is a “risk 
(…) which exists in and is inseparable from the [AI-based] 
procedure itself” (Jones v. Papp; emphasis added). There-
fore, Comiter was right when he claimed that the risk of 
input attacks is “inherent in the heart of the AI algorithms” 
(Comiter 2019, 4) rather than something that only affects a 
few less secure algorithms.

Thus, even though the objection at hand makes a valid 
point about other criminal risks that are external to medical 
procedures, it fails to appreciate the fact that the risk of input 
attacks became inseparable from certain AI-based proce-
dures and therefore an ‘inherent’ risk that requires disclo-
sure. After all, physicians are required to know about risks 

that are inseparable from a particular medical procedure and 
need to disclose them to their patients.

Before I conclude, however, let me add two further 
arguments to support my view in favour of disclosing the 
risk of input attacks. Firstly, consider the widely endorsed 
view developed in the legal case Montgomery v Lanark-
shire Health Board (2015), i.e. the view that risks require 
disclosure when a reasonable person would want to know 
about them. And to clarify, I will only focus on the claim 
of my hypothetical objector that cyber-risks do not need to 
be disclosed due to their criminal dimension. So, would a 
reasonable person really not want to be informed about a 
risk of an input attack, which is specific to and ‘inherent’ 
in a medical procedure simply because it is not a purely 
medical risk but also one that has a criminal dimension? I 
doubt it. Given the special significance that wronging has 
for us, as outlined earlier, the mere fact that we are dealing 
with a criminal aspect does not make it less significant for 
a reasonable person. Thus, the test of the reasonable person 
supports my conclusion in favour of disclosing the risk of 
an input attack.

Second, let me reframe the question from ‘which risks 
require disclosure’ to ‘which alternative forms of treatment 
require disclosure’. Suppose there are two treatments availa-
ble: one operates with an AI system that is subject to the risk 
of an input attack but also provides a further medical benefit, 
whereas the other operates without such AI, thereby side-
steps the risk of an input attack, but then also fails to provide 
the additional medical benefit. Furthermore, and to make 
other things equal, suppose that all other features of the two 
treatments are identical. It seems that the physician has to 
inform the patient about both alternatives: if there is an addi-
tional available medical benefit, physicians need to inform 
their patients about it and allow them to decide whether to 
take advantage of it. However, adequately informing the 
patient requires that physicians not only point to the medi-
cal benefit but also highlight the potential risk that comes 
with it (assuming that it is significant in terms of its nature 
and likelihood). Otherwise, the patient’s decision in favour 
of the medical benefit would be one-sided and flawed. Thus, 
by switching the perspective to the disclosure of alterna-
tives, I also reach the conclusion that the risk of input attacks 
requires disclosure.

Hence, the view that only ‘inherent’ risks require dis-
closure does not create a principled objection to disclosing 
the risk of input attacks. The risk of input attacks is in fact 
‘inherent’ in certain AI-based medical procedures in the rel-
evant sense and the fact that it is also a criminal risk does not 
undermine the need to disclose it.

4  This view is also shared in many other jurisdictions, e.g. in Ger-
many (Parzeller et al. 2007).
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3.2 � Systematic Bias

Medical AI is trained with a large amount of data, but the 
size of such data does not prevent the AI from being biased 
and posing the risk of false results.5 To begin with, AI 
may be biased because the training set was not sufficiently 
diverse. If so, the AI system only works accurately on those 
people who match the input data but performs poorly on 
those who do not. As Parikh and colleagues explain:

“For example, among women with breast cancer, black 
women had a lower likelihood of being tested for high-
risk germline mutations compared with white women, 
despite carrying a similar risk of such mutations. Thus, 
an AI algorithm that depends on genetic test results is 
more likely to mischaracterize the risk of breast cancer 
for black patients than white patients” (Parikh et al. 
2019, 2377) See also: (Carter et al. 2020; Challen et al. 
2019; Char et al. 2018; Obermeyer et al. 2019; Popejoy 
and Fullerton 2016; Reddy et al. 2020).

Thus, AI may be biased against certain minorities, espe-
cially those who are already disadvantaged in society, and 
provides worse healthcare for them. This can be seen as a 
form of unintended discrimination and injustice, i.e. another 
instance of harming and wronging (Obermeyer et al. 2019; 
Popejoy and Fullerton 2016).

In addition, medical AI may be biased because the indi-
vidual decisions of human physicians, which the AI is often 
trained with, were themselves flawed and marked by preju-
dice. Here, we face a ‘bias in, bias out’ scenario: if AI is 
trained with biased input, it will produce biased output. As 
Parikh and colleagues illustrate:

“Clinicians may incorrectly discount the diagnosis 
of myocardial infarction in older women because 
these patients are more likely to present with atypical 
symptoms. An AI algorithm that learns from historical 
electronic health record (EHR) data and existing prac-
tice patterns may not recommend testing for cardiac 
ischemia for an older woman, delaying potentially life-
saving treatment.” (Parikh et al. 2019, 2377).

Hence, in these situations, the problem is not that the 
training data, taken as whole, were insufficiently diverse but 
that the training data, taken separately, were flawed. AI can-
not but conform to the prejudiced judgments it was trained 
on.

This risk of harm through bias is particularly pertinent 
to black box AI because its opacity makes it extremely dif-
ficult, if not impossible, to detect the effect of bias on indi-
vidual outputs. We simply cannot look inside its decision-
making processes on particular occasions to check what 
exactly determined a certain output. Moreover, the risk of 
harm through bias is also further exacerbated in pandemics 
like the COVID-19 crisis. Such a pandemic is a global cri-
sis spanning numerous countries with a maximally diverse 
group of patients. Yet, despite the best efforts of computer 
scientists, the training data of AI systems are likely to be 
derived from a small and much more homogenous subset of 
people. Moreover, the rapid rise of COVID-19 and the time 
pressure involved in finding a solution may further increase 
the difficulty of securing a sufficiently diverse data set. Thus, 
the risk of bias from insufficient diversity is particularly 
high. In addition, individually prejudiced training data are 
also more likely to cause harm because there is a greater 
number of ill people in pandemics and therefore a greater 
likelihood that the group of patients will also include those 
who are most vulnerable to individually flawed training data. 
Thus, does the risk of harm through bias require disclosure 
in a situation like the current COVID-19 crisis?

The nature and likelihood of such risks may speak in 
favour of disclosure. Concerning the ‘nature’ of these risks, 
there is a possibility of great harm, e.g. in cases of false 
diagnoses and subsequent harmful procedures, or more 
direct AI interferences with a patient’s body. Moreover, the 
fact that one could receive worse healthcare simply because 
of certain features, such as race or sex, make this a potential 
case of unjust discrimination, i.e. a potential case of wrong-
ing (even if unintended), and thereby gives special signifi-
cance to such harm and discrimination. On the other hand, 
concerning the ‘likelihood’ of these risks, we can be certain 
that, in some form or another, AI systems will be biased 
and the extent of such bias may equate to the extent of bias 
in current human medical decision-making. Thus, it seems 
that the two parameters suggest that the risks of harm due to 
AI bias can be significant and therefore require disclosure.

But there is a yet more principled objection: human phy-
sicians have also been trained on an insufficiently diverse 
data set. Moreover, their individual judgments are also 
flawed and marked by prejudice. However, in current clinical 
practice, they are not required to disclose their biases or the 
risks associated with them and this practice seems justified. 
Hence, one could employ an argument from analogy at this 
point and claim that the risk of harm through AI biases does 
not need to be disclosed either.

This objection misses two important aspects. First, psy-
chological research has shown that people have an ‘auto-
mation bias’, i.e. people display an unjustified reliance on 
machines over human decisions and are likely to think that 
AI is free from the frailties of human choice (Goddard et al. 

5  To clarify, by ‘bias’ I understand a prejudice that makes people 
depart from the truth. I do not refer to the term ‘bias’ as it applies to 
algorithms in a mathematical sense where it means a value added to a 
mathematical function.
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2012). As a result, not disclosing the risks of AI bias is likely 
to induce false beliefs in patients, whereas not disclosing 
the risk of bias in human physicians is not. After all, peo-
ple know very well that human decision-makers, including 
physicians, are subject to bias and decision-making flaws. 
Therefore, to avoid inducing false beliefs, we may need to 
disclose the risk of bias in AI even though we do not need 
to disclose the risk of bias in physicians.

Second, when AI causes harm through bias, physicians 
are not responsible for such harm in the same way as they 
would be had their own biases caused it.6 This is because 
AI-caused harm is no longer attributable to any of the phy-
sician’s individual decisions. Rather, it has become a risk 
‘inherent’ in the AI-based procedure, to use the formulation 
from the previous section. And this is an important shift. 
Patients can no longer hold physicians accountable for such 
harm qua something that the physician has done wrong. 
They must accept it as an inherent risk of AI-assisted medi-
cine. But as a result, the content of valid consent changes. 
Insofar as people consent validly, patients assume respon-
sibility for the risk of AI bias as something inherent in the 
medical procedure, i.e. a risk which was previously part of 
the physician’s responsibility. They thereby forego a later 
claim to complain when the risk materialises, at least in 
those cases where the physicians did not fall short of any 
professional norm. Hence, on the grounds of this change in 
what valid consent entails, the risk of bias in AI requires dis-
closure even though the risk of bias in physicians does not.

Thus, I conclude that the principled objection based on 
a parallel between physician bias and AI bias cannot defeat 
a requirement to disclose AI bias. In some cases, the nature 
and likelihood of the risks of bias still speak in favour of 
disclosing the risk of systematic bias.

3.3 � Mismatch

Big data have entered medicine. As Rajkomar and col-
leagues state: “routinely collected patient healthcare data 
are now approaching the genomic scale in volume and com-
plexity” (Rajkomar et al. 2018, 1). What is more, big data 
may revolutionise medicine. The systematic use of such 
data, especially electronic health records (EHR), could con-
siderably improve healthcare by personalising treatment to 
individual patients as well as significantly reduce costs by 
allocating medical resources more accurately (Bates et al. 
2014; Jameson and Longo 2015; Krumholz 2014; Parikh 
et al. 2016, 2017). Yet, so far, the promised benefits have 
been closer to aspiration than reality: medical professionals 

still lack the tools and time to integrate big data into clinical 
practice (Choi et al. 2016).

New AI systems may change this situation. Currently, 
one of the most widely discussed uses of AI is risk predic-
tion: using big data, AI systems become increasingly able to 
predict, for instance, how likely it is that individual patients 
will die in the near future (Aczon et al. 2017), how likely it is 
that they will develop a severe form of specific diseases like 
pneumonia (Caruana et al. 2015), or how likely it is that they 
will suffer certain complications, such as acute kidney fail-
ure (Tomašev et al. 2019). On the basis of such predictions, 
physicians are in a position to take the necessary steps to 
avoid harm for the individual patient, make a real difference 
to these people’s health, and also reduce healthcare costs.

However, even the best performing AI systems come 
with a serious challenge, viz. what I will call the risk of 
a mismatch. Since these AI systems are still insufficiently 
sensitive to causation as opposed to correlation, they may 
sometimes recommend courses of action that do not match 
the background situation of the individual patient, poten-
tially leading to great harm. Consider the following example: 
Caruana and colleagues looked at how AI systems predicted 
the likelihood of death in patients with pneumonia. Here the 
AI was supposed to help clinicians to make a decision as to 
whether a certain person should be admitted to hospital or 
treated as an outpatient. Surprisingly, the AI assumed that 
asthmatic patients have a lower risk of developing severe 
pneumonia than those patients have who do not have asthma, 
i.e. an assumption which clearly conflicts with confirmed 
medical knowledge and, if relied on, could have potentially 
fatal consequences.

But interestingly, the AI system still detected a significant 
statistical correlation: asthmatic patients normally receive 
a certain treatment anyway and such treatment lowers the 
risk of developing severe pneumonia. Thus, given stand-
ard clinical practice, asthmatic patients do have a lower risk 
compared to non-asthmatic patients. As London comments:

“If the goal is to identify patients most at risk of dying 
given standard practice, then systems that rank asth-
matics at lower risk are not biased. Rather, the sys-
tem is actuarially correct—patients with asthma who 
receive aggressive medical intervention have a lower 
probability of death than some nonasthmatic patients 
who likely receive less aggressive medical care” (Lon-
don 2019, 19).

Yet, having asthma is not the cause of the lower risk. It 
merely correlates with it, at least as long as standard clini-
cal practice is in place. But unfortunately, and as already 
mentioned, even the best AI system cannot distinguish well 
between what merely correlates with the lower risk (i.e. hav-
ing asthma) and what causes that lower risk (i.e. the standard 
treatment for asthmatics). As a result, the AI system may 

6  Addressing the question of responsibility and whether there may be 
a responsibility gap would require a separate paper. So, I bracket this 
question here. See (Coeckelbergh 2020; Smith 2020; Tigard 2020).
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only work well for those asthmatics who receive standard 
care, but not for those who do not receive standard care. 
Hence, we face the risk of a mismatch between the circum-
stances of an individual patient and the implicit assumptions 
that AI makes in its calculation, e.g. that asthmatics receive 
standard care.

Caruana and colleagues detected this risk in ‘white box’ 
AI, where one could actually look into AI’s decision-making 
processes in detail. However, they also showed that this risk 
arises in black box AI too, where it is “virtually impossible 
to see inside” (Adadi and Berrada 2018, 52,144) the deci-
sion-making processes and, thus, where we will be unable to 
detect instances of a dangerous mismatch. Hence, the risk at 
hand is particularly serious in the case of black box AI and 
one that medical professionals and computer scientists alike 
may be unable to prevent.

The nature of this risk can be severe. As the pneumo-
nia case showed (and many other examples could easily be 
added), it can be a matter of life or death. Data are currently 
sparse for the likelihood of the risk of a mismatch, yet we 
still know some things. The AI systems used in this context 
are far from being infallible (Choi et al. 2016) and part of 
their error rate includes cases in which harm occurred due to 
AI giving a treatment recommendation that did not match an 
individual patient’s background situation. Moreover, we can 
also infer that this risk must be exacerbated in a pandemic 
like the current COVID-19 crisis because the normal pre-
pandemic conditions in health care, which the AI system will 
be trained on, are very likely to differ from the exceptional 
circumstances that arise during a pandemic (Turnham et al. 
2020). Hence, when AI is applied to cases of pneumonia, 
as it actually is in the current COVID-19 pandemic (Cohen 
et al. 2020), the risk of a mismatch is indeed significant and, 
on these grounds, requires disclosure.

However, there is again a principled objection against 
disclosing this risk. One may argue that it is categorially 
different from the ones discussed so far. The risk of a mis-
match is not an ‘inherent’ risk in a medical procedure, but 
rather—as I will put it—a meta-risk: it is a risk that the risk 
assessment is false. But such meta-risks do not normally 
require disclosure. For instance, physicians do not need to 
disclose the risk that the types of clinical research on which 
they rely when informing their patients could have been sci-
entifically flawed and, therefore, have led to an erroneous 
assessment. But if physicians do not need to disclose such a 
risk, then they do not need to disclose the risk of a mismatch 
in the context of AI either.

This objection makes an important point and I agree that, 
normally, meta-risks do not require disclosure. Yet, I think 
that the situation is different in the context of AI. By way of 
explanation, big data and AI render risk assessments increas-
ingly personalised, i.e. specifically tailored to a patient’s 
personal characteristics. This should be disclosed to patients 

because it will enable them to appreciate the improved over-
all accuracy of such an assessment, compared to a general 
risk assessment, and also mitigate what psychologists call an 
‘optimism bias’, i.e. people’s tendency to think that they are 
less likely to be affected by negative events than the average 
person (Shepperd et al. 2002). In medicine, optimism bias 
makes people more likely to disregard general risks without 
good reason than they would personalised risks. Thus, tell-
ing patients that their risk assessment is personalised can 
reduce optimism bias as a potentially distorting factor in 
their decision-making. However, the adequate disclosure of 
the personalised character of the risk assessment must not 
only stress its advantages but also its potential flaws. Physi-
cians need to tell their patients that even the best personal-
ised risk assessment is not infallible and explain that one of 
the key reasons for error and harmful results is the risk of a 
mismatch, as described earlier. Hence, the first reason why 
physicians ought to disclose the risk of a mismatch (despite 
its status as a meta-risk) is that a balanced disclosure of the 
risk assessment’s personalised nature requires it.

In addition, there is also a second reason why the risk of 
a mismatch should be disclosed. As already mentioned, the 
risk of a mismatch is higher in a pandemic because clinical 
practice in a pandemic will likely deviate from the standard 
pre-pandemic clinical practice which AI systems assume to 
be in place. Thus, in pandemics, physicians must not present 
AI’s predictions to patients without qualification. Rather, 
they should highlight the uncertainty about the exact risk 
rates and explain that such uncertainty is due to an increased 
risk of a mismatch. If physicians fail to do this, they impede 
their patients’ understanding of the situation and are likely to 
present the patients with false information. Hence, the sec-
ond reason why the risk of a mismatch should be disclosed is 
that adequate risk disclosure in extraordinary circumstances, 
as they arise in a pandemic especially, requires it.

However, before I conclude, I would like to stress that 
the risk of a mismatch need not always be a meta-risk and, 
at least in the future, could become an inherent risk in some 
medical procedures too. Suppose electronic health records 
are not only used when deciding on the length of hospitalisa-
tion but also when determining the exact moves in surgery 
or the exact doses of drug treatment. For instance, it could 
be the case that an AI system recommends a higher dose 
of a drug for an asthmatic patient because it assumes that 
the adverse effects of such a higher dose are neutralised by 
another drug which asthmatic patients normally receive. And 
as before, this assumption may work for most asthmatics but 
could lead to severe consequences for others. Alternatively, 
consider AI systems that determine the precise course of 
an operation on the basis of a personalised risk assessment. 
Again, the AI may rely on a certain correlation that fails 
to match that particular patient’s situation and thereby lead 
to adverse consequences too. Moreover, with the growing 
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use of AI in medicine, such systems will also increasingly 
make decisions without human supervision and thereby lead 
more directly to harm in cases of a mismatch. Therefore, the 
risk of a mismatch can indeed become inherent in certain 
medical procedures in the future and, if so, directly require 
disclosure alongside other inherent risks.

4 � Conclusion

In this paper, I focused on non-transparent or, as I also called 
it, black box AI in medicine. More precisely, I discussed 
three of its characteristic risks and asked whether the phy-
sician needs to disclose them to patients, i.e. the risk of a 
cyber-attack, the risk of bias affecting a patient’s health care, 
and the risk of a mismatch. In each case, I argued that these 
risks require disclosure under certain circumstances or, oth-
erwise, the physician either vitiates a patient’s informed con-
sent or violates a more general obligation to warn him about 
potentially harmful consequences. I based my arguments on 
the assessment of the nature and likelihood of these risks 
together with replies against principled objections to making 
their disclosure a requirement. I also explained that these 
risks are exacerbated in the current COVID-19 pandemic 
and I thereby further emphasised their significance. Taken 
together, these claims aim to guide medical disclosure in 
clinical settings where AI plays an increasingly important 
role.

Acknowledgements  The author gratefully acknowledges the support of 
the European Research Council, under the European Union’s Horizon 
2020 research and innovation programme (project ID: 789270). The 
author also thanks John Hyman, Dominic Wilkinson, David Campbell, 
Simon-Pierre Chevarie-Cossette, Claire Field, Alexander Greenberg, 
Yuuki Ohta, the audience at a research seminar at FAU Erlangen-Nürn-
berg, and two anonymous referees for their invaluable comments on an 
earlier draft of this paper.

Funding  European Research Council (project ID: 789270).

Compliance with ethical standards 

Conflict of interest  The author declares that they have no competing 
of interest.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Aczon M, Ledbetter D, Ho L, Gunny A, Flynn A, Williams J, Wet-
zel R (2017) Dynamic mortality risk predictions in pediatric 
critical care using recurrent neural networks. arXiv preprint 
arXiv:170106675

Adadi A, Berrada M (2018) Peeking inside the black-box: a survey on 
explainable artificial intelligence (XAI). IEEE Access 6:52138–
52160. https​://doi.org/10.1109/acces​s.2018.28700​52

Argaw ST, Bempong N-E, Eshaya-Chauvin B, Flahault A (2019) The 
state of research on cyberattacks against hospitals and avail-
able best practice recommendations: a scoping review. BMC 
Med Inform Decis Mak 19:1–11. https​://doi.org/10.1186/s1291​
1-018-0724-5

Arshadi K, Salem M, Collins J, Yuan JS, Chakrabarti D (2020) Deep-
Malaria: artificial intelligence driven discovery of potent anti-
plasmodials. Front Pharmacol 10:1526. https​://doi.org/10.3389/
fphar​.2019.01526​

Bates DW, Saria S, Ohno-Machado L, Shah A, Escobar G (2014) Big 
data in health care: using analytics to identify and manage high-
risk and high-cost patients. Health Aff 33:1123–1131. https​://
doi.org/10.1377/hltha​ff.2014.0041

Bathaee Y (2018) The artificial intelligence black box and the failure 
of intent and causation. Harvard J Law Technol 31:889–938

Beauchamp TL, Childress JF (2013) Principles of biomedical ethics. 
Oxford University Press, New York

Berg JW, Applebaum PS (2001) Informed consent: legal theory and 
clinical practice, 2nd edn. Oxford University Press, New York

Carabantes M (2019) Black-box artificial intelligence: an epistemo-
logical and critical analysis. AI & Soc. https​://doi.org/10.1007/
s0014​6-019-00888​-w

Carter SM, Rogers W, Win KT, Frazer H, Richards B, Houssami N 
(2020) The ethical, legal and social implications of using artifi-
cial intelligence systems in breast cancer care. Breast 49:25–32. 
https​://doi.org/10.1016/j.breas​t.2019.10.001

Caruana R, Lou Y, Gehrke J, Koch P, Sturm M, Elhadad N Intelligi-
ble models for healthcare: Predicting pneumonia risk and hospi-
tal 30-day readmission. In: Proceedings of the 21th ACM SIG-
KDD international conference on knowledge discovery and data 
mining, 2015. pp 1721–1730. https​://doi.org/10.1145/27832​
58.27886​13

Challen R, Denny J, Pitt M, Gompels L, Edwards T, Tsaneva-Atan-
asova K (2019) Artificial intelligence, bias and clinical safety. 
BMJ Quality Saf 28:231–237. https​://doi.org/10.1136/bmjqs​
-2018-00837​0

Char DS, Shah NH, Magnus D (2018) Implementing machine learn-
ing in health care—addressing ethical challenges. N Engl J Med 
378:981–983. https​://doi.org/10.1056/NEJMp​17142​29

Choi E, Bahadori MT, Schuetz A, Stewart WF, Sun J (2016) Doctor 
ai: predicting clinical events via recurrent neural networks. In: 
Machine learning for healthcare conference. pp 301–318

Clarke R, Youngstein T (2017) Cyberattack on Britain’s National 
Health Service—a wake-up call for modern medicine. N Engl J 
Med 377:409–411. https​://doi.org/10.1056/NEJMp​17067​54

Coeckelbergh M (2020) Artificial intelligence, responsibility attribu-
tion, and a relational justification of explainability. Sci Eng Ethics 
26:2051–2068. https​://doi.org/10.1007/s1194​8-019-00146​-8

Cohen JP et al (2020) Predicting covid-19 pneumonia severity on chest 
x-ray with deep learning. arXiv preprint arXiv:200511856

Comiter M (2019) Attacking artificial intelligence. AI’s security vul-
nerability and what policymakers can do about it. Harvard Ken-
nedy School. Belfer Center for Science and International Affairs

Darwall SL (2006) The second-person standpoint: morality, respect, 
and accountability. Harvard University Press, Cambridge

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1109/access.2018.2870052
https://doi.org/10.1186/s12911-018-0724-5
https://doi.org/10.1186/s12911-018-0724-5
https://doi.org/10.3389/fphar.2019.01526
https://doi.org/10.3389/fphar.2019.01526
https://doi.org/10.1377/hlthaff.2014.0041
https://doi.org/10.1377/hlthaff.2014.0041
https://doi.org/10.1007/s00146-019-00888-w
https://doi.org/10.1007/s00146-019-00888-w
https://doi.org/10.1016/j.breast.2019.10.001
https://doi.org/10.1145/2783258.2788613
https://doi.org/10.1145/2783258.2788613
https://doi.org/10.1136/bmjqs-2018-008370
https://doi.org/10.1136/bmjqs-2018-008370
https://doi.org/10.1056/NEJMp1714229
https://doi.org/10.1056/NEJMp1706754
https://doi.org/10.1007/s11948-019-00146-8


713AI & SOCIETY (2021) 36:705–713	

1 3

Elsayed GF, Goodfellow I, Sohl-Dickstein J (2018) Adversarial repro-
gramming of neural networks. arXiv preprint arXiv:180611146

Ficuciello F, Tamburrini G, Arezzo A, Villani L, Siciliano B (2019) 
Autonomy in surgical robots and its meaningful human con-
trol. Paladyn J Behav Robot 10:30–43. https​://doi.org/10.1515/
pjbr-2019-0002

Finlayson SG, Bowers JD, Ito J, Zittrain JL, Beam AL, Kohane IS 
(2019) Adversarial attacks on medical machine learning. Science 
363:1287–1289. https​://doi.org/10.1126/scien​ce.aaw43​99

Goddard K, Roudsari A, Wyatt JC (2012) Automation bias: a system-
atic review of frequency, effect mediators, and mitigators. J Am 
Med Inform Assoc 19:121–127. https​://doi.org/10.1136/amiaj​
nl-2011-00008​9

Herring J (2016) Medical law and ethics, 6th edn. Oxford University 
Press, Oxford

Ho D (2020) Artificial intelligence in cancer therapy. Science 367:982–
983. https​://doi.org/10.1126/scien​ce.aaz30​23

Hutson M (2018) Hackers easily fool artificial intelligences. Science 
361:215. https​://doi.org/10.1126/scien​ce.361.6399.215

Ilyas A, Engstrom L, Athalye A, Lin J (2018) Black-box adversarial 
attacks with limited queries and information. arXiv preprint 
arXiv:180408598

Jameson JL, Longo DL (2015) Precision medicine—personalized, 
problematic, and promising. Obstet Gynecol Surv 70:612–614. 
https​://doi.org/10.1056/NEJMs​b1503​104

Kim H, Jung DC, Choi BW (2019) Exploiting the vulnerability of deep 
learning-based artificial intelligence models in medical imaging: 
adversarial attacks. J Korean Soc Radiol 80:259–273. https​://doi.
org/10.3348/jksr.2019.80.2.259

Krumholz HM (2014) Big data and new knowledge in medicine: the 
thinking, training, and tools needed for a learning health system. 
Health Aff 33:1163–1170

Lallie HS, Shepherd LA, Nurse JR, Erola A, Epiphaniou G, Maple 
C, Bellekens X (2020) Cyber security in the age of covid-19: a 
timeline and analysis of cyber-crime and cyber-attacks during the 
pandemic. arXiv preprint arXiv:200611929

Lee DWH, Lai PBS (2020) Risk disclosure and informed consent: 
practice caveats in the post Montgomery era. Surg Pract 24:75–78. 
https​://doi.org/10.1111/1744-1633.12423​

London AJ (2019) Artificial intelligence and black-box medical deci-
sions: accuracy versus explainability. Hastings Cent Rep 49:15–
21. https​://doi.org/10.1002/hast.973

Maclean A (2009) Autonomy, informed consent and medical law: a 
relational challenge. Cambridge University Press, Cambridge

McLean S (2010) Autonomy, consent and the law. Routledge-Caven-
dish, London

Nguyen A, Yosinski J, Clune J (2015) Deep neural networks are easily 
fooled: high confidence predictions for unrecognizable images. 
In: Proceedings of the IEEE conference on computer vision and 
pattern recognition. pp 427–436

O’Dowd A (2017) Major global cyber-attack hits NHS and delays treat-
ment. BMJ 357:j2357. https​://doi.org/10.1136/bmj.j2357​

Obermeyer Z, Powers B, Vogeli C, Mullainathan S (2019) Dissect-
ing racial bias in an algorithm used to manage the health of 
populations. Science 366:447–453. https​://doi.org/10.1126/scien​
ce.aax23​42

Parikh RB, Kakad M, Bates DW (2016) Integrating predictive analyt-
ics into high-value care: the dawn of precision delivery. JAMA 
315:651–652

Parikh RB, Schwartz JS, Navathe AS (2017) Beyond genes and mol-
ecules—a precision delivery initiative for precision medicine. 
N Engl J Med 376:1609–1612. https​://doi.org/10.1056/NEJMp​
16132​24

Parikh RB, Teeple S, Navathe AS (2019) Addressing bias in artificial 
intelligence in health care. JAMA 322:2377–2378. https​://doi.
org/10.1001/jama.2019.18058​

Parzeller M, Wenk M, Zedler B, Rothschild M (2007) Aufklärung 
und Einwilligung bei ärztlichen Eingriffen. Deutsches Ärzteblatt 
104:576–586

Popejoy AB, Fullerton SM (2016) Genomics is failing on diversity. 
Nature 538:161–164. https​://doi.org/10.1038/53816​1a

Price WN (2017) Regulating black-box medicine. Mich Law Rev 
116:421–474

Rajkomar A et al (2018) Scalable and accurate deep learning with 
electronic health records. NPJ Digital Med 1:1–18. https​://doi.
org/10.1038/s4174​6-018-0029-1

Reddy S, Allan S, Coghlan S, Cooper P (2020) A governance model 
for the application of AI in health care. J Am Med Inform Assoc 
27:491–497. https​://doi.org/10.1093/jamia​/ocz19​2

Samek WM, Grégoire V, Andrea H, Lars Kai M, Klaus-Robert R (eds) 
(2019) Explainable AI: interpreting, explaining and visualizing 
deep learning. Springer, New York

Shepperd JA, Carroll P, Grace J, Terry M (2002) Exploring the causes 
of comparative optimism. Psychol Belgica 42:65–98

Smith H (2020) Clinical AI: opacity, accountability, responsibility and 
liability. Ai & Soc. https​://doi.org/10.1007/s0014​6-020-01019​-6

Sun M, Tang F, Yi J, Wang F, Zhou J (2018) Identify susceptible loca-
tions in medical records via adversarial attacks on deep predictive 
models. arXiv:180204822:1-9

Tigard DW (2020) There is no techno-responsibility gap. Philos Tech-
nol. https​://doi.org/10.1007/s1334​7-020-00414​-7

Tomašev N et al (2019) A clinically applicable approach to continu-
ous prediction of future acute kidney injury. Nature 572:116–119. 
https​://doi.org/10.1038/s4158​6-019-1390-1

Turnham HL, Dunn M, Hill E, Thornburn GT, Wilkinson D (2020) 
Consent in the time of COVID-19. J Med Ethics 46:565–568. 
https​://doi.org/10.1136/medet​hics-2020-10640​2

Walker T (2017) The obligation to provide information where valid 
consent is not needed. Kennedy Inst Ethics J 27:501–524. https​://
doi.org/10.1353/ken.2017.0040

Wang F, Kaushal R, Khullar D (2019) Should health care demand inter-
pretable artificial intelligence or accept “black box" medicine? 
Ann Internal Med. https​://doi.org/10.7326/M19-2548

Wellington KB (2014) Cyberattacks on medical devices and hospital 
networks: legal gaps and regulatory solutions. Santa Clara High 
Technol Law J 30:139–171

Wirth A (2020) COVID-19 and what it means for cybersecurity. Biomed 
Instrum Technol. https​://doi.org/10.2345/0899-8205-54.3.216

Yao Z, Gholami A, Xu P, Keutzer K, Mahoney MW (2019) Trust 
region based adversarial attack on neural networks. In: Proceed-
ings of the IEEE conference on computer vision and pattern rec-
ognition. pp 11350–11359

Legal Cases

Montgomery v Lanarkshire Health Board (2015) UKSC 11
Gilmartin v Weinreb (1999) 735 A.2d 620 (N.J. Super. Ct. App. Div.)
Battenfeld v Gregory (1991) 589 A.2d 1059 (N.J. Super.)
Jones v Papp (1989) 782 S.W.2d 236 (Tex. App.)
Barclay v Campbell (1987) 683 S.W.2d 498 (Tex. App.)
Gracia v Meiselman (1987) 531 A.2d 1373 (N.J. Super.)
Calabrese v Trenton State College (1978) 392 A.2d 600 (N.J. Super.)
Mallett v Pirkey (1970) 466 P.2d 466 (Colo.)

Publisher’s Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1515/pjbr-2019-0002
https://doi.org/10.1515/pjbr-2019-0002
https://doi.org/10.1126/science.aaw4399
https://doi.org/10.1136/amiajnl-2011-000089
https://doi.org/10.1136/amiajnl-2011-000089
https://doi.org/10.1126/science.aaz3023
https://doi.org/10.1126/science.361.6399.215
https://doi.org/10.1056/NEJMsb1503104
https://doi.org/10.3348/jksr.2019.80.2.259
https://doi.org/10.3348/jksr.2019.80.2.259
https://doi.org/10.1111/1744-1633.12423
https://doi.org/10.1002/hast.973
https://doi.org/10.1136/bmj.j2357
https://doi.org/10.1126/science.aax2342
https://doi.org/10.1126/science.aax2342
https://doi.org/10.1056/NEJMp1613224
https://doi.org/10.1056/NEJMp1613224
https://doi.org/10.1001/jama.2019.18058
https://doi.org/10.1001/jama.2019.18058
https://doi.org/10.1038/538161a
https://doi.org/10.1038/s41746-018-0029-1
https://doi.org/10.1038/s41746-018-0029-1
https://doi.org/10.1093/jamia/ocz192
https://doi.org/10.1007/s00146-020-01019-6
https://doi.org/10.1007/s13347-020-00414-7
https://doi.org/10.1038/s41586-019-1390-1
https://doi.org/10.1136/medethics-2020-106402
https://doi.org/10.1353/ken.2017.0040
https://doi.org/10.1353/ken.2017.0040
https://doi.org/10.7326/M19-2548
https://doi.org/10.2345/0899-8205-54.3.216

	Artificial intelligence in medicine and the disclosure of risks
	Abstract
	1 Introduction
	2 Medical disclosure and the assessment of risks
	3 Three risks of black box AI
	3.1 Cyber-attacks
	3.2 Systematic Bias
	3.3 Mismatch

	4 Conclusion
	Acknowledgements 
	References




