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THE BIGGER PICTURE Brain organoids bear an uncanny resemblance to a miniaturized brain. They can be
prepared from anyone by taking a few skin or blood cells, converting them to stem cells, and differentiating
them to neurons with simple methods that extend their growth into three dimensions. Although only a few
millimeters in size, they make a large diversity of brain cell types arranged in patterns that partially capture
the developmental anatomy of the brain and emit a steady stream of electrical signals. Inevitably, the labo-
ratory growth of brain-like tissue will engender questions about sentience and consciousness, from which
point questions about the moral status of brain organoids will arise. Therefore, while acknowledging that
brain organoid research may eventually lead to the creation of consciousness in the laboratory, this possibil-
ity is not the case with either current technology or technologies of the near future.
SUMMARY

Rapid advances in human brain organoid technologies have prompted the question of their consciousness.
Although brain organoids resemble many facets of the brain, their shortcomings strongly suggest that they
do not fit any of the operational definitions of consciousness. As organoids gain internal processing systems
through statistical learning and closed loop algorithms, interact with the external world, and become
embodied through fusion with other organ systems, questions of biosynthetic consciousness will arise.
I’m in the middle. I’m the partition. I’ve two surfaces and

no thickness. Perhaps that’s what I feel, myself vibrating.

I’m the tympanum. On the one hand themind, on the other

the word. I don’t belong to either.—Samuel Beckett (Three

Novels: Molloy, Malone Dies, The Unnamable)

It may seem an ill-posed question to opine on whether or not

brain organoids are conscious when scant agreement exists

on what consciousness is. Little has changed since William

James called consciousness ‘‘the most difficult of philosophical

tasks’’ (1890), even up to the present in a consensus glossary,

which simply defaulted to the tautology of replacing the term

consciousness with experience.1 What has changed is that the

search is no longer strictly philosophical; it has become scienti-

fic, adorned with numerous theories and a sense of confidence

that its elusive biological basis can be revealed.2 Do brain orga-

noids fit any scientific theory or framework of consciousness?

These three-dimensional cultures of neural cells derived from

pluripotent stem cells can uncannily mimic some features of

the brain’s organization, development, cellular diversity, and

neurodevelopmental pathology.3–5 The use of assembloids that

fuse two region-specific organoids such as the developing thal-

amus and cortex can increase the complexity of organoid con-

nectivity.6 Brain organoids spontaneously exhibit complex

spiking activity and local field potentials with features such as
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a log-normal distribution of short-latency coupling strengths

and regional differences in interspike interval probability

distributions.7

Despite these impressive achievements, any discussion of

brain organoids and consciousness must first recognize their

very severe shortcomings and the barriers involved in over-

coming them. Brain organoids are not a single thing—their differ-

entiation can be directed toward different brain structures and

cell types, their cell maturation is stunted, and their anatomy rela-

tive to the brain is distorted. The evolutionary expansion of the

human sub-ventricular zone during development that resulted

in the enlargement of the human cortical upper layers is not repli-

cated in human brain organoids. The architectonic destination of

precursors in the sub-ventricular zone is layer 2–3 cortical, within

which a highly complex intralaminar microcircuitry of hierarchical

graphs mediates cortical computation.8 More generally, struc-

tural connectivity alone is insufficient to predict the dynamical

behavior of neural circuits, a problem that relates to the small

size of brain organoids and the areal scale at which the brain op-

erates.9 The claim that brain organoids correspond to 20 weeks’

in vivo brain development or more obscures the fact that brain

development is controlled by heterochronic genes, whichmakes

assigning a small piece of organoid neural tissue to a develop-

mental stage highly problematic.10 Their derivation from ecto-

dermal origins leaves them without microglia and vasculature,
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in the absence of which there is often an acellular center. In addi-

tion, even under the most controlled conditions, some variation

occurs from organoid to organoid. While rapid progress is being

made toward solvingmany of these limitations, organoids, as we

now know them, fall far short of consciousness as outlined

below. A great deal of work remains to replicate brain anatomy

in organoids. Whether a more perfect organoid will achieve con-

sciousness by some definition remains an open question. So,

how well do brain organoids as currently configured fit theories

of consciousness?

Of historic interest in the trend toward conferring legitimacy

upon the study of consciousness, Francis Crick’s final paper,

written on his deathbed and published in 2005, fingered the

claustrum as the seat of consciousness. This region is densely

connected to widely separated sensory inputs throughout the

cortex that presumably bind together the multi-faceted aspects

of an experience and fits within a theme referred to as the ‘‘neural

correlates of consciousness.’’ These explanations rely on the

identification of a discrete brain anatomy that mediates con-

sciousness. This degree of anatomical precision and connectiv-

ity has not been achieved in brain organoids, nor does its

discrete localization explain consciousness.

A more recent approach is to find neural mechanisms that can

explain aspects of consciousness. These theories of conscious-

ness have been grouped into four categories: higher-order

theories (HOTs), global neuronal workspace theories (GNWTs),

integrated information theory (IIT), and re-entry and predictive

processing theories. HOTs are rooted in the work of John Hugh-

lings Jackson (1835–1911) concerning the hierarchical organiza-

tion of the brain and later descriptions of brain organization

known historically as the association cortices that include re-

gions not involved in primary sensory or motor processing. In

what Jackson called ‘‘dissolution,’’ higher centers disinhibited

lower centers to bring about an action. In modern versions of

this notion, vast cerebral cortical territories collaborate to form

the ‘‘meta-representations’’ of consciousness according to

HOTs. While the pre-frontal cortex is emphasized in this model,

the theory depends not so much upon a neural correlate of con-

sciousness but upon an integrative function within so-called

‘‘higher’’ centers.

GNWTs directly access consciousness by positing some sub-

set of sensory input as being ‘‘broadcast’’ in a widespread work-

space where the input is ‘‘ignited,’’ amplified, and sustained as a

neuronal representation through network hubs in the fronto-pa-

rietal lobes.11 GNWT can collaborate with centers of attention

or working memory to achieve consciousness. Functional mag-

netic resonance imaging is consistent with a global workspace in

that widespread cortical activity, mostly in the fronto-parietal

and medial temporal lobes, is observed while conscious of a vi-

sual stimulus but remains locally confined to the visual cortex in

an unconscious individual.11 In neurodegenerative conditions

such as Alzheimer’s disease and fronto-temporal dementia, con-

sciousness can more insidiously erode due to spreading pathol-

ogy through network hubs.12

IIT differs quite significantly fromHOTs andGWTs by not using

the brain or, more specifically, the neural correlates of con-

sciousness as a starting point. Rather, it begins with a set of ax-

ioms believed to be universal features of consciousness as well

as physical mechanisms and deploys these axioms as a cause-
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and-effect structure operating through a grid of logic gates to

derive claims about the properties of a physical substrate of con-

sciousness.13 The method conveniently computes a single value

known as F, a measure of the global state of consciousness.

Such substrates need not even be biological material. However,

in the human, a posterior brain ‘‘hot zone’’ appears critical as

measured by the perturbational complexity index (PCI), an algo-

rithm that uses brain responses to transcranial magnetic stimu-

lation (TMS) measured as the degree of compressibility of an

input string according to Lempel-Ziv complexity.14,15

Predictive processing covers a great deal of conceptual terri-

tory before it even begins to wrangle with consciousness. Pre-

dictions, drawn from learning and intrinsic encoding of statistical

regularities in the outside world, generate inferential hypotheses

or priors that differentially align with sensory input. A mismatch

or prediction error is propagated up the hierarchy to adjust

higher-level hypotheses in a process of prediction error minimi-

zation updated at various timescales and stages within the

perceptual hierarchy of various brain regions where an internal

model is embedded.16 Performing the alignment is enhanced

when the organism acts upon the environment or imagines an

action upon the environment to create its own experience and

generate meaning. This view is known as active inference and

its embodiment known as enactivism.17,18 As an explanation of

consciousness, predictive processing relies on inferential updat-

ing of perceptual hypotheses about the world and their probabil-

ities assessed through interactions between top-down and

bottom-up information flow. The foundational work for these

concepts was described by Stephen Grossberg and Gail Car-

penter as adaptive resonance theory.19 Top-down expectations

of bottom-up inputs consistent with observed distinct oscillatory

signatures operating mainly via the gamma band in feedforward

processing and mainly via the alpha and beta bands in feedback

processing create resonant states of bidirectional information

flow that result in internally considered hypotheses as the best

probabilistic fit to expectations.20 These resonant states trigger

learning of cognitive representations that serve as a type of con-

sciousness. The detection of bidirectional phase coherency in an

organoid is very challenging, and an anatomical substrate for

top-down expectations of bottom-up inputs, possibly in the

granular and supra-granular cortical layers, is anatomically ill

defined in the organoid.

Given the strong reliance on awell-organized brain anatomy, it

is difficult to see how any of these theories of consciousness

would be satisfied by a brain organoid in their current state,

with the possible, albeit dubious, exception of IIT. However,

the use of TMS necessary to generate the data to compute

PCI in an organoid is challenging, and no such data are currently

available. Reformulating the PCI computation for an electronic

grid array capable of recording and stimulation may obviate

the need for TMS to generate a PCI readout called zap and zip.21

As brain content increases through experience, cumulative

experience becomes learning, which may include a representa-

tion of a learned experience, and so at some level of learning, a

link to consciousness emerges. Some investigators have

claimed that cultured neurons and organoids can learn. In one

study, cultured neurons ‘‘learned’’ to play Pong, and in another,

a brain organoid ‘‘learned’’ speech recognition using a Japanese

vowel database.22,23 The only possible input from the external
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world to an organoid is via electrode stimulation. Learning was

based upon the delivery of stimulus patterns in sequences that

can shape the firing pattern of the organoid. The concepts of

learning in each of these experiments differed. In the Pong

experiment, which was performed in a planar culture, not an or-

ganoid, a closed-loop system updated the culture based on the

success of its play by delivering an electrical stimulus from the

multi-electrode array. How a neuronal culture interprets the stim-

ulus in the context of reinforcement is difficult to fathom. All that

is concluded, then, is that stimulation patterns can alter neuronal

connectivity in a tenuously related manner to the stimulus with

weak statistical support. On the other hand, learning of Japanese

vowels utilized unsupervised statistical learning from training

data to shape the functional connectivity within the organoid

that served as ‘‘an adaptive living reservoir’’ for higher-dimen-

sional computation. Whether the altered connectivity corre-

sponds to learning, defined as learning the statistical regularities

in an actively sampled environment, again had weak statistical

support. Once learning can be convincingly demonstrated—

and that remains to be definitively demonstrated—learning a

task might provide some content for a conscious experience if

one accepts that learning can, but does not necessarily, instan-

tiate consciousness.

Among the most salient feature of a brain organoid is its com-

plete detachment from a body, unlike a fetal brain, which is inte-

grally connected to the body from the moment its heartbeat de-

livers a blood supply, themoment its gut sends signals of hunger,

and the moment of quickening, when motor activity acts upon

the environment in a feedback system. A brain organoid obvi-

ously has no history of any somatic experience—neither motor

nor sensory. The disembodied organoid presents a fatal flaw

to the presence of consciousness in an organoid for proponents

of embodied cognition. This view emphasizes the significance

of an interaction between the agent’s physical body and the

environment to compute the concepts behind the potpourri of

terms attributed to consciousness, including representation,

sentience, abstraction, perception, agency, and feeling.24 A

direct connection between visceral inputs, known as interocep-

tion, and conscious vision has been reviewed and the casemade

that visceral inputs offer a first-person perspective on con-

sciousness and may serve to filter or facilitate information flow

to consciousness.25 In the case of the brain organoid, not even

a historical memory of a body exists, unlike the ‘‘brain-in-

vat.’’26 And yet, an organoid’s neural activity resembles the pat-

terns we associate with encoding experience such as phase

locking of neuronal oscillations to spiking activity.7 Brain organo-

ids spontaneously develop structured activity in which low-

dimensional units form a backbone structure that marks popula-

tion bursts, while a second, highly variable set of units may be

available for plastic associations with the more rigid units.27

This pre-configured state, present in the absence of any experi-

ence, suggests a framework prepared to encode experience

when it arises. We can then pose the question of whether a

framework capable of encoding experience but devoid of expe-

rience is conscious. Can consciousness exist without content?

Like a brain, fundamentally, an organoid is a firing pattern.

Experience and the implementation of our will are all instantiated

in waveforms that capture the still-opaque properties of con-

sciousness that have not yet become sufficiently disentangled
to discriminate the specifics of brain activity that confer con-

sciousness. The brain organoid offers a useful heuristic into

this problem. Patterns of stimulus delivery must do more than

create amirror of the input trained to perform some action; other-

wise, a neuronal firing pattern is no different from saying a

camera has vision. In brain-computer interface experiments,

paralyzed individuals learn to control an armature with their

thoughts.28 Thinking about moving a paralyzed limb activates

many neurons, including motor neurons that fire with an arm

movement. A recording is obtained from a subset of those neu-

rons that happen to be activated by nearby electrodes, and that

activation signal is directly linked to the movement of an arma-

ture. These activated neurons may not be the ones that endog-

enously implement a motor action. Rather, activating those neu-

rons is a learned response—the thought of the armmovement, a

complex and widely distributed brain activity, is trained to acti-

vate the neurons from which a recording was obtained, and acti-

vation of those neurons will move the armature. The trained neu-

rons simply reflect an action instantiated in the brain as arm

movement, setting up an enactivism pathway. The learning lies

in the connectivity between the neurons that generate the

thought and the small set of neurons linked to the armature. In

the brain, complex processing between an input/output loop al-

lows the brain to wire a representational network of the world

based on the actions of the body. Updating the internal circuitry

in a closed-loop design introduces an internal neuronal space for

modifying an output along the lines of predictive coding. György

Buzsáki has referred to this concept as the brain from the inside

out.29 In the absence of any motor output circuitry, a brain orga-

noid cannot project an action upon the world as an agent of that

action. The brain organoid lies in a representational limbo, not as

an ‘‘island of awareness,’’ for there is nothing to be aware of, but

as a cipher or computational package ready for the trappings of

embodiment that could create the abstraction of an inside and

an outside required for consciousness.30

As engineered functionality comes to enhance brain organoid

capabilities through robotic attachments operating within

closed-loop circuitries and in association with a more brain-like

circuitry, the possibility that consciousness could emerge might

be entertained more seriously. Such cyborg innovations might

integrate AI systems; however, current AI recursion methods

used in large language models and diffusion models remain far

from replicating brain function and are currently less relevant to

organoid consciousness. Nevertheless, AI has engendered its

own vigorous discussion of in silico consciousness, a topic

nicely reviewed in Butlin et al.31

However, the challenge of its rigorous detection remains. One

view on organoid consciousness termed the precautionary prin-

ciple argues that the question of whether organoids possess a

substrate that fits any credible theory of human consciousness

should be answered.32 A counter-argument is that function-

based consciousness, i.e., fit with theory, should not serve

exclusively as the basis for adopting precautions but rather re-

quires an assessment of its moral status. The judgment of moral

status is related to the ontological principle, i.e., the potential for

development into a human or an entity with a consciousness that

resembles a human.33 The current state of brain organoid tech-

nology makes their consciousness by either criterion highly

implausible.34
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The ethics of human brain organoid transplantation into

animals is often predicated on the question of organoid con-

sciousness or the acquisition of consciousness as the organoid

integrates into animal brain circuitry.35 However, the implausi-

bility of consciousness in organoids as we now know them

begs the reverse question of how the human brain organoid af-

fects the animal’s consciousness. When transplanted into the

somatosensory cortex of newborn rats, human stem cell-derived

cortical organoids integrated into sensory and motivation-

related circuits.36 Transplanted organoids received thalamocort-

ical and corticocortical inputs that produced sensory responses

in human cells, and optogenetic activation of the organoid could

drive reward-seeking behavior. This observation suggests that

the processing of a sensory input to a rat brain can partially occur

in human neurons and the encoding structure within the human

organoid can be loaded with rat experience. Presumably the

experience that can be loaded into a human organoid will differ

greatly depending on the recipient species. For better or worse,

the commercial entertainment sector is already there, with spe-

cies blending of brains appearing in current cinema such as in

The Lobster (2015) and Poor Things (2023). Such portrayals

that venture far into the absurd, well beyond anything remotely

scientific, will influence public opinion on research. So, being

armed with knowledge of the underlying limitations of organoids

is a responsibility of scientists.
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