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a b s t r a c t

The COrona VIrus Disease 19 (COVID-19) pandemic required the work of all global experts to tackle
it. Despite the abundance of new studies, privacy laws prevent their dissemination for medical
investigations: through clinical de-identification, the Protected Health Information (PHI) contained
therein can be anonymized so that medical records can be shared and published. The automation of
clinical de-identification through deep learning techniques has proven to be less effective for languages
other than English due to the scarcity of data sets. Hence a new Italian de-identification data set has
been created from the COVID-19 clinical records made available by the Italian Society of Radiology
(SIRM). Therefore, two multi-lingual deep learning systems have been developed for this low-resource
language scenario: the objective is to investigate their ability to transfer knowledge between different
languages while maintaining the necessary features to correctly perform the Named Entity Recognition
task for de-identification. The systems were trained using four different strategies, using both the
English Informatics for Integrating Biology & the Bedside (i2b2) 2014 and the new Italian SIRM COVID-
19 data sets, then evaluated on the latter. These approaches have demonstrated the effectiveness of
cross-lingual transfer learning to de-identify medical records written in a low resource language such
as Italian, using one with high resources such as English.

© 2020 Elsevier B.V. All rights reserved.
1. Introduction

COrona VIrus Disease 19 (COVID-19) is a global threat op-
osed by experts, politicians and researchers from around the
orld [1]. In particular, everyone is rushing to keep pace with
he influx of potentially relevant studies related to COVID-19
n order to gain timely knowledge to manage the current pan-
emic [2]. The availability of these new studies has led to an
xponential increase in the amount of textual clinical data to
e analyzed: unfortunately, this data cannot be used directly for
edical investigations, due to the privacy restrictions provided by

he relevant legislation, e.g. the Health Insurance Portability and
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Accountability Act1 (HIPAA) in the United States or the General
Data Protection Regulation2 (GDPR) in the European Union.

A fundamental step to allow the sharing and publication of
COVID-19 data is the de-identification, widely used in the med-
ical area and termed as clinical de-identification, which aims
to avoid the disclosure of a personal identity. But, in order to
exploit health information for research purposes, it is necessary
to aim at generalization through so-called surrogate terms rather
than the deletion of privacy-sensitive information contained in
medical records, safeguarding in this way also the readability
of the documentation [3]. After proper de-identification, hence
anonymization of the data, it is possible to release and share them
publicly.

Initially the language domain of interest, i.e. English due to
a greater worldwide availability of Electronic Health Records
(EHRs), was taken for granted and de-identification challenges
were organized by the Informatics for Integrating Biology & the

1 https://www.hhs.gov/hipaa.
2 https://ec.europa.eu/info/law/law-topic/data-protection/data-protection-eu.
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edside3 (i2b2) group, founder in English. The problem of de-
identification has benefited from the use of Natural Language
Processing (NLP) techniques such as Named Entity Recognition
(NER) in which entities have been assimilated, for example, to
HIPAA identifiers, which are headed as the entities to be de-
identified and then made anonymous through appropriate surro-
gates. Nowadays, the state of the art NER relies on deep learning
techniques, thanks to the high amount of data available, to make
the system able to recognize interesting entities.

Unfortunately, experiences in languages other than English
emained confined to a few sporadic cases, such as ShARe/CLEF
Health Evaluation Lab4 and IberLEF 20195 with specific traces
lso in French and Spanish, as well as a few case studies in
ther languages. Hence, outside the Anglo-Saxon-speaking coun-
ries, the use of the best performing deep learning methods is
everely limited both by the lack of resources suitable for their
xploitation, i.e. large data sets, and by poor experimentation on
uch languages, which are consequently defined as low-resource
anguages.

This article tries to improve both these aspects of the lit-
rature, experimenting on a new data set based on COVID-19
edical records for a low resource language like Italian. The aim

s to investigate the ability of cross-linguistic methods to transfer
nowledge between different languages while retaining the fea-
ures necessary to correctly perform NER, which is the basis of
e-identification and anonymization systems. As far as is known,
here are no multilingual approaches specifically designed for this
ask, nor any knowledge of the performance of existing systems
ith respect to the Italian language, which is the subject of study.
Two different system architectures have been tested that

howed state of the art performance. To this end, the i2b2 2014
raining data set in English was used and, in accordance with
he i2b2 annotation guidelines [4], an Italian data set was cre-
ted from the COVID-19 medical records provided by the Italian
ociety of Radiology6 (SIRM). Different training approaches have
een tested, both monolingual in English with zero-shot test on
talian, and cross-language with mixed language training and test
n Italian. The results were promising and allowed to identify
he best architectural solution for low-resource Italian language
ases for the clinical de-identification task. The application of the
ethod described here would allow a better de-identification
f Italian COVID-19 medical records, speeding up their public
issemination: more accurate anonymization of privacy-sensitive
nformation reduces the distrust of institutions to release data.

The remainder of this paper is structured as follows. In Sec-
ion 2 the most important works related to the de-identification
opic and a general background on cross-lingual approaches are
rawn. In Section 3 both the data sets and the architectures
sed are described. In Section 4 the experimental setup and the
valuation metrics are explained, while in Section 5 the results
re analyzed and discussed. Finally, in Section 6, conclusions are
rawn and future works are advanced.

. Background and related works

In the following the development of deep learning techniques
or clinical de-identification is described in Section 2.1. Then
n Section 2.2 the cross-lingual approaches are introduced.

3 https://portal.dbmi.hms.harvard.edu/.
4 https://clefehealth.imag.fr/.
5 https://sites.google.com/view/iberlef-2019.
6 https://www.sirm.org/.
2

2.1. Deep learning for de-identification

In terms of information, Protected Health Information (PHI)
can be assimilated to an named entity [5]. The recognition of such
entities occurs by implementing what is called NER, defined as
clinical if applied on medical records in the form of unstructured
text. The purpose is to be able to use the data contained in them,
therefore it is necessary to identify the PHI and replace them with
valid surrogates, a process called anonymization. For this reason
it is important to also recognize the type to which the entity
belongs, and it would be more correct to refer to Named Entity
Recognition and Classification (NERC) [5].

Manual labeling of PHI, as stated by [6], does not allow either
to reduce costs and errors related to human annotators or to
outsource activity due to confidential data access. Among the
automatic systems developed over time, those based on rules and
machine learning are widely described by [7,8].

More recently, deep learning techniques have been developed.
Indeed, algorithms and NER systems based on deep learning [9–
12] have generally improved performance, also for clinical NER [6,
13], exploiting two important elements: embeddings [14], that
is a numerical representation of textual elements, and neural
networks [9,11,12,15–17]. These findings have been applied to
the clinical domain [18–21] then to de-identification [13,22] for
which several routes have been tried: for instance, [23] have tried
to better integrate the context, increasing the performance of
the NER at the expense of engineering time, instead [24] have
exploited a stacked learning ensemble, more effective but more
time and resource intensive.

The latest architectures based on transformers, such as Bidi-
rectional Encoder Representations from Transformers (BERT) [25]
and subsequent variants related to the biomedical world [26,
27], have paved the way for the use of techniques based on
attention mechanisms [28]. Such techniques have been tried in
different fields, such as chemical [29] or news [30]. Bidirec-
tional Long Short-Term Memory + Conditional Random Field (Bi-
LSTM+CRF) architectures continued to prove to be competitive
in NER specific tasks, especially for low-resource languages, such
as de-identification in Spanish [31] and, for instance, state-of-
the-art results were also achieved by combining Bi-LSTM+CRF
architecture with BERT embeddings [32].

In a completely transversal way to the task of clinical de-
identification, important results have been obtained from [33,
34]: the former have identified strategies to improve the NER
in biomedical field by increasing the capacity of generalization
of the CRF component, while the latter have provided an in-
teresting reference point for gender assessment in the systems
of named entities recognition, observing a lower recognition of
female names as ‘‘Person’’ type entities.

2.2. Cross-lingual transfer learning approaches

This section examines how low-resource languages have been
managed over time. In detail the techniques that preceded BERT
are described in Section 2.2.1, while BERT and its multilingual
version are illustrated in Section 2.2.2.

2.2.1. Non BERT-based multilingual techniques
In the field of transfer learning, a branch of particular inter-

est applied to the NLP domain is that of cross-lingual transfer
learning which, as stated by [35] is a type of transductive trans-
fer learning where the source and target domain are different,
i.e. training and prediction take place on corpora in different
languages, and cross-linguistic transfer occurs through the use

https://portal.dbmi.hms.harvard.edu/
https://clefehealth.imag.fr/
https://sites.google.com/view/iberlef-2019
https://www.sirm.org/
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f a single cross-linguistic representation space. Initially, task-
pecific models were popular, based on a coarse-grained repre-
entation such as Part of Speech (PoS) tags, and then exploited a
elexicalized parser [36].
Recently, cross-lingual word embeddings have started to be

sed in combination with specific neural architectures, obtaining
nteresting results in various tasks, such as PoS tagging [37],
ER [38] and dependency parsing [39]. In addition, several stud-
es have been carried out analyzing the effects of different ways
f constructing cross-lingual space: for example, [40] analyzed
ethods for learning cross-lingual embedding through both joint

raining and post-training mapping of monolingual embeddings,
hereas [41] and [42] demonstrated that with the alignment of
wo monolingual word embedding spaces in unsupervised ways
t is possible to get better results.

In detail, [41] introduced Multilingual Unsupervised and Su-
ervised Embeddings7 (MUSE), created by aligning the embed-
ing spaces of monolingual word embeddings, without using
arallel corpora, in an unsupervised way. Then a supervised ver-
ion of MUSE, crosslingual fastText-based embeddings [43], was
lso released. These embeddings are generated by aligning the
onolingual fastText embeddings in a common space using bilin-
ual dictionaries as ground-truth. Only static embedding vectors
ave been released and, without the model, it is not possible to
enerate embeddings for Out-Of-Vocabulary (OOV) words.
Instead, [44] proposed Byte-pair Embeddings (BPEmb) to

ackle the Out-Of-Vocabulary (OOV) problem. Based on Byte-
air Encoding (BPE) [45], BPEmb create each word embedding
y composing the necessary sub-word embeddings. In particu-
ar, [44] found that BPEmb offer nearly the same accuracy as word
mbeddings, but at a fraction of the model size, a valuable choice
o train small models. BPEmb were released in 275 languages and
ere successfully used in several cross-lingual scenarios [46–48].
oreover, [49] showed the importance of sub-word segmenta-

ion, due to the absence of any ‘‘one-size-fits-all’’ configuration,
ecause performance is both task- and language-dependent. In
ddition, [50] noted that sub-word based models perform better
han word-based models, such as MUSE and Word2Vec [14], in
everal low-resources languages scenarios.
Contextual language models, such as Embeddings from Lan-

uage Models (ELMo) [51] and Flair [52], proved to be superior
o static models such as Word2Vec [14] and Global Vectors for
ord Representation (GloVe) [53] thanks to the ability to analyze

he context, and this further improved performance in cross-
ingual scenarios. Flair embeddings [54,55], which constitute a
haracter-based contextual language model on which the Flair
LP framework [52] is based, prompted [56] to test a novel
ethodology for cross-lingual transfer learning for Japanese NER,
ased on a Bi-LSTM architecture and embeddings at both word
nd character level as input.
Furthermore, [57] proposed the Universal Language Model

ine-tuning (ULMFiT), an effective transfer learning method based
n an appropriate fine-tuning strategy to improve language mod-
ls performance, while [58] proposed generative pre-training
echniques which led to the Generative Pre-trained Transformer
GPT) language model, which uses an encoder based on trans-
ormers [28]. Then [59] extended generative pre-training to cross-
ingual models and obtained state of the art results, while [60]
ested cross-lingual alignment with ELMo embeddings overcom-
ng the state of the art for zero-shot dependency parsing.

Additionally, [61] experimented a polyglot system based on
LMo, showing relevant results. Indeed, to create a multilingual
ystem, there are two possible alternatives: (i) train a specific
odel for each language and (ii) train only one model for all

7 https://github.com/facebookresearch/MUSE.
3

languages. In particular, [61] have shown how the choice (ii)
provides better results especially in the case of low resources
languages thanks to the enrichment of the model with the data
of languages that, although different, can be linked together on
different aspects of the language (e.g. semantics, morphology,
syntax, and so on). Starting both from this principle and encour-
aging results obtained on Slavic languages by [62], it was decided
to consider pre-trained multilingual models on large corpora
and fine-tune them on the target language, Italian, which is a
low resources language. This way the extremely computationally
expensive training procedure can be totally avoided, initializing
the model with the multilingual one.

While the world of research has made an effort to organize
knowledge in order to better use it against the COVID-19 [63–71],
on the other hand a series of research with pandemic focus has
followed.

For instance, [72] released, during the COVID-19 global pan-
demic, a multilingual data set containing more than 5 thousand
statements in English, Spanish, French and Spanglish (Spanish
+ English). This data set was used to study some cross lingual
transfer learning techniques related to the Intent Detection task,
observing performance improvement in most models with cross
lingual training compared to models with mono lingual train-
ing. Based on this assumption, both zero shot and cross lingual
training approaches were tested.

Finally, [73] have used a LSTM model for COVID-19 prediction,
detailing evaluation criteria of the models under analysis and
providing a prospective estimate of the total number of cases
with the LSTM.

2.2.2. BERT-based multilingual techniques
BERT is a deep contextual language model, based on trans-

formers [28]. Unlike ELMo and GPT, BERT is trained by Cloze
Task [74], commonly known as masked language modeling, which
is different from classic right-to-left or left-to-right language
modeling, allowing it to encode information from both directions
in each level freely. Furthermore, BERT also optimizes a target
for the classification of the next sentence, so that the paired
sentences during training are half consecutive pairs and half
random pairs. Lastly, BERT uses a sub-word vocabulary based on
the WordPieceModel segmenter [75], a data-based approach to
break down a word into sub-words that is more effective than
operating at the word level. As demonstrated by [25], BERT is
able to achieve high performance in several sentence classifica-
tion tasks thanks to the fine tuning of the transformer encoder
followed by a softmax classification layer fine-tuned for 2-3-4
epochs with a learning rate in the order of e-5: in the case of NER,
a sequence of shared softmax classifications produces sequence
tagging patterns.

The multilingual BERT (mBERT8), differs exclusively for the
different training data set consisting of Wikipedia data in 104
languages provided as they are, without the typical links of cross-
lingual methods, but appropriately scaled. Leveraging WordPiece,
mBERT thus generated is a model in which common sub-words
are shared between languages even far apart in the form of a
standalone lexicon. Many have recently started investigating the
performance of mBERT. Among them, [76] have carried out a
series of experiments showing how the transfer also happens
in languages in different scripts, although it works better with
typologically similar languages. Instead, [77] consider a broader
spectrum of NLP tasks, comparing mBERT with different meth-
ods of zero-shot cross-lingual transfer and experimenting with
different strategies to improve generalization capabilities. More-
over, [78] studied the contribution of the different components

8 https://github.com/google-research/bert/blob/master/multilingual.md.
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f mBERT to its cross-lingual skills, stressing that the depth of
he network is more relevant than the lexical overlap between
anguages.

Furthermore, [79] found that although mBERT performs well
n scenarios with medium and high language resources, non-
ontextual embedding working at the sub-word level, such as
PEmb, outperforms mBERT in low-resources scenarios. Finally,
80] explored cross-lingual transfer for Danish using several ar-
hitectures for supervised NER, including Flair, fastText, BPE and
oth monolingual (Danish) and multilingual BERT, on a modestly-
ized training set, testing different training and fine-tuning ap-
roaches.
Additionally, [81] used both BERT and Bi-LSTM+CRF architec-

ures to create a drug extraction model to study the ability to
espond quickly to emerging diseases such as COVID-19.

Finally, [82] proposed a new Artificial Intelligence and NLP based
slamic FinTech Model (based on several NLP techniques, from
ules to deep learning) to analyze the impact of the COVID-19
andemic on the poor and small and medium enterprises, pre-
icting possible future scenarios by leveraging the use of specific
axes of Islamic countries to deal with them.

. Material and methods

In this section the architectures used and their topological
tructures are progressively introduced, then the data sets em-
loyed are described and finally the different training and fine
uning strategies adopted are explained. For the sake of clearness,
n Fig. 1 is given an overview of the research aspects covered by
his paper. In detail, Italian Medical Records constitute the pri-
ary input information, while English medical records constitute

he broader additional information indicated in the Figure with a
ed arrow and an extended graphical representation. The output
s given by PHI predictions that represent the information to
nonymize in order to make the Italian input documents compli-
nt with privacy regulations. The central block represents all the
ifferent combinations of (i) network topologies, (ii) pre-trained
mbeddings and (iii) different training strategies as detailed in
he yellow balloons and covered hereinafter.

.1. Network topologies

The system architectures introduced in the following are cur-
ently considered the state of the art for NER tasks in NLP:
he results obtained in the literature do not allow to identify
significantly superior architecture in the case of clinical de-

dentification but, depending on the specific scenario (condi-
ioned by language, size of data sets, training strategies and so
n), one architecture tends to prevail over the other.
A different discussion deserves the time complexity. Given a

entence of length N, systems based on transformers like BERT
rocess it all together, so the time complexity is O(1) while for a
i-LSTM+CRF it is O(N) [83,84]: this is mainly due to the fact that
ransformers were designed to run on parallel hardware archi-
ectures (such as GPU, TPU and so on) resulting faster [28,84–86]
hereas the second is intrinsically serial.

.1.1. Bi-LSTM + CRF based architecture
The first architecture used is a Bi-LSTM+CRF, whose network

opology is shown in Fig. 2. It is possible to distinguish three main
ayers, input, middle and output, which are described in detail in
he following paragraphs.

mbedding layer. Different types of embeddings have been se-
ected and mixed, based on BPEmb subword embeddings [44]
nd Flair contextual string embeddings [54], for which a detailed

nalysis is provided below.

4

MultiBPEmb It9 is the multilingual version of BPEmb.10 [44]
The basis of these embeddings is one large multilingual segmen-
tation model. Consequently, corresponding embeddings with a
sub-word vocabulary, i.e. pre-trained sub-word embeddings, are
shared among all 275 supported languages. The training corpus
is based on Wikipedia: thanks to the underlying algorithms,
which are language-agnostic but not language-independent, the
article texts of all Wikipedia editions can be concatenated. This
way, a sub-word segmentation model and sub-word embed-
dings are learnt. In detail, SentencePiece,11 [87] the open source
version of Google WordPiece, is used to learn the BPE sub-
words segmentation model, while GloVe [53] is used to train
sub-word embeddings. In particular, the dimensionality of the
sub-word embeddings is set at 300, while the vocabulary size
can be 100,000, 320,000, 1,000,000. Generally, embedding a word
though BPE means that the word is subdivided into sub-words,
whose embeddings vectors are subsequently combined. In se-
quence tagging problems with word-based gold annotations,
these sub-word embeddings vectors are usually condensed into
one, and this procedure can be done in several ways (e.g. ar-
bitrarily choosing one then losing some information, using a
composition function such as addition, leveraging a RNN, and so
on). In this case, in order to condense the sub-word embeddings
into one, the first and last sub-words embedding vector have
been concatenated, leaving GloVe as the embedding algorithm.
The vocabulary size has been chosen equal to 1,000,000, so that
words can be more easily represented through sub-words.

Flair: multi and multi-fast embeddings Recently [54] pro-
posed their contextual string embeddings, called Flair, along with
their Flair NLP framework [52]. The novelty of these embeddings
is the ability to capture latent syntactic–semantic information,
unseen by standard word embeddings, leveraging two important
principles: firstly, they model words as sequences of characters
because they are trained without any explicit notion of words
and, secondly, the surrounding text contextualizes them so that
the same word will have different embeddings derived from its
contextual use. As in this, such embeddings are usually employed
taking advantage of both forward and backward version. In regard
to multilingual versions, it is possible to distinguish between
the multi version, pre-trained on more than 300 languages us-
ing the JW300 corpus as proposed by [88], and the multi-fast
version pre-trained on English, German, French, Italian, Dutch
and Polish, mixing several corpora (Web, Wikipedia, Subtitles
and News). The embeddings dimensionality is set at 1024 and
2048 for multi-fast and multi respectively, one for forward and
one for backward embeddings. The interesting property of these
character-level embeddings is related to their vocabulary size: it
is not as computationally heavy as word-level embeddings that
have millions of distinct words to consider, but it only counts a
bunch of hundreds of distinct characters, so it is really easy to
train. Finally, character-level models deal well with OOV and rare
words and morphologically rich languages like Italian.

Stacked embeddings As many studies in the field of clinical
NER have shown [21,89,90], combining different types of embed-
dings together or using the most advanced ones, with different
techniques [54,91], can be a useful method to take advantage of
their different characteristics and achieve better performance. In
detail, the concatenation technique was used, getting the stacked
embedding xt of each word as:

x(t) = R ∗
[
x(t)MultiBPEmb

x(t)Flair

]
(1)

9 https://nlp.h-its.org/bpemb/multi/.
10 https://nlp.h-its.org/bpemb/.
11 https://github.com/google/sentencepiece.
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Fig. 1. Research analysis overview. The figure highlights the main research topics investigated in this paper. The red arrow indicates the inputs with extra-information
for the system architecture.
Fig. 2. A Bi-LSTM + CRF network topology. In addition, a detail regarding the embedding layer is shown.
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here x(t)MultiBPEmb and x(t)Flair are respectively the MultiBPEmb
ord embedding and a type of Flair contextual string embed-
ing and R is a weight matrix to remap the original stacked
mbedding, hereinafter Original-Embedding, into a new trainable

embedding, called Reprojected-Embedding.
In detail, [54] have demonstrated how the combination of

Flair embeddings with GloVe embeddings [53] is the one ca-
pable of achieving the best performance for NER. But the use
of a stacked embedding in multilingual environments is able
to achieve better performance when the pre-training languages
have similar characteristics, otherwise the risk is to increase
the confusion introduced in the network then degrade its per-
formance. For this reason, in a bilingual scenario like the one
under consideration, the optimal choice would have been to
use English–Italian bilingual embeddings but, unfortunately, both
Flair embeddings and GloVe embeddings are not available in such
combinations. Therefore it was decided to use Flair embeddings
 i

5

multi fast (with far fewer languages than Flair embeddings multi)
together with MultiBPEmb, which continue to use the GloVe algo-
rithm but adding the ability to work at sub-word level, as already
explained.

Bi-LSTM layer. It takes in input a sequence of embedding (x(1),
x(2), . . . , x(n)) composed by the d-dimensional vector represen-
ation of the corresponding words. It is composed by the so-called
orward LSTM which produces a representation

−→
h(t) of the left

ontext of the sentence at every word t . Moreover it is also
omposed by another LSTM that reads the same sequence in
everse, the so-called backward LSTM obtaining a representation
−
(t) of the right context of the sentence. The overall output is
btained by concatenating both left and right context representa-
ions: h(t) = [

−→
h(t);
←−
h(t)]. Therefore, the representation of a word

btained using this model is an effective representation of a word
n context.
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Fig. 3. Representation of a Long Short-Term Memory Cell as described in [12].

In the Bi-LSTM architecture, the hidden layer is a Long-Short
emory Cell as depicted in Fig. 3.
The implementation is managed through the following equa-

ions:

(t) = σ (Wxix(t)+Whih(t − 1)+Wcic(t − 1)+ bi) (2)

f (t) = σ (Wxfx(t)+Whfh(t − 1)+Wcfc(t − 1)+ bf ) (3)

c(t) = f (t)c(t − 1)+ i(t) tanh(Wxcx(t)+Whch(t − 1)+ bc) (4)

o(t) = σ (Wxox(t)+Whoh(t − 1)+Wcoc(t − 1)+ bo) (5)

h(t) = o(t) tanh(c(t)) (6)

where σ is the logistic sigmoid function, and i(·), f (·), o(·) and c(·)
are the input gate, forget gate, output gate and cell vectors. The
W?? matrices represents the weight matrices to be calculated dur-
ing the training process. For example, the notationWxo represents
the weight matrix of the input–output gate.

CRF Layer. It was demonstrated that the usage of CRF [92] net-
work at the top of the Bi-LSTM prediction can improve the overall
performances of sequence tagger classifier. A CRF is a variation of
Markov Random Field where all the clique potentials φ(c), 1 ≤
c ≤ C are conditioned on input features. In the case of Bi-LSTM
+ CRF network topology, the features are the hidden layer at the
top of Bi-LSTM, given that these features could be considered as
a score matrix P for a given sequence, the CRF layer learns only
the transition probability of the output labels.

Formally, considering a general definition of CRF, let h =
{h(1), . . . , x(n)} and y = {y(1), . . . , y(n)} represent observed
input tokens and corresponding output labels respectively. The
distribution of a CRF linear-chain p(y|h) is given by:

p(h|y) =
1

Z(h)

∏
c

φ(y, h) (7)

where

Z(h) =
∑
y

∏
c

φc(yc, h) (8)

3.1.2. BERT
The Bidirectional Encoder Representations from Transform-

ers [25], is a general purpose language model trained on a large
6

Fig. 4. A BERT network topology for Entity Recognition Task.

text corpus (like Wikipedia), which can be used for various down-
stream NLP tasks, such as NER, Relation Extraction, and Question
Answering, without heavy task-specific engineering.

In detail, BERT architecture is based on 12 encoder layers,
called Transformers Blocks, 12 attention heads (or Self-Attention,
see [28]), and feed forward networks with a hidden size of 768.
A simple network topology is shown in Fig. 4.

BERT accepts embedding and encoder input/output vectors
that have a dimension of 512, called Maximum Sequence Length.
Some special tokens are employed: the first is [SEP], used for
segments separation. The second one corresponds to the first in-
put token supplied, the [CLS] token (CLS stands for Classification),
which produces an output vector, of hidden size dimension, that
can be used as the input for an arbitrarily chosen classifier.

In particular, for NER tasks, BERT is fine-tuned following a
general tagging task approach without a CRF layer as output layer.
As input to the token-level classifier, working over the NER label
set, the representation of the first sub-token is used.

Formally, the final hidden representation hi of each token i is
passed into softmax function. The probability P is calculated as
follows:

P(t|hi) = softmax(WoHi + bo) (9)

where t ∈ T , Wo and bo are weight parameters. Furthermore,
during the training, categorical cross-entropy as loss function is
used.

Transformer. At the base of BERT is the Transformer [28]. Say
x and y a sequence of subwords from a couple of sentences.
The token [CLS] is placed before x and after both x and y the
token [SEP]. Called E the embedding function and called LN the
ormalization layer [28], it is possible to get the embedding in
his way:

ˆ0
i = E(xi)+ E(i)+ E(1x) (10)

ˆ0
j+|x| = E(yj)+ E(j+ |x|)+ E(1y) (11)

ˆ0
. = Dropout(LN(ĥ0

. )) (12)

Hence the embeddings follow M transformer blocks. Defined
he element-wise Gaussian Error Linear Units (GELU) activation
unction [93] and called MHSA the Multi-Heads Self-Attention
unction and FF the Feed Forward layer, in each of these blocks it
pplies:

.̂
i+1
= Skip(FF , Skip(MHSA, h.i)) (13)

kip(f , h) = LN(h+ Dropout(f (h))) (14)

F (h) = GELU(hW⊤ + b )W⊤ + b (15)
1 1 2 2
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here hi
∈ R(|x|+|y|)×dh , W1 ∈ R4dh×dh , b1 ∈ R4dh , W2 ∈ R4dh×dh ,

b2 ∈ R4dh and one new position ĥi is calculated as follows:

[..., ĥi, . . .] = MHSA([h1, . . . , h|x|+|y|]) =

WoConcat(h1
i , . . . , h

N
i )+ bo

(16)

While in each attention, also called attention head, it applies:

hj
i =

|x|+|y|∑
k=1

Dropout(α(i,j)
k )Wj

Vhk (17)

a(i,j)k =

exp
(Wj

Q hi)⊤W
j
K hk√

dh/N∑
|x|+|y|
k′=1 exp

(Wj
Q hi)⊤W

j
K hk′√

dh/N

(18)

here N is the number of attention heads, hj
i ∈ R(dh/N), Wo ∈

Rdh×dh , bo ∈ Rdh and Wj
Q , W

j
K , W

j
V ∈ Rdh/N×dh .

To date BERT is released in two sizes BERTbase and BERTlarge.
ERTbase is made of 12 layers (transformer blocks), 768 hidden
ize, 12 attention heads, and 110 million parameters, whereas
ERTlarge is composed of 24 layers, 1024 hidden size, 16 attention
eads and, 340 million parameters. The multilingual version of
ERT is released only in the base size and is case sensitive. How-
ver, additionally, experiments by the scientific community have
idely demonstrated that Cased versions of BERT and variants are
uperior to Uncased versions in the NER task, where the relevant
ntities often have capitalized initials [94]. For this reason, the
ased version of mBERT has used in this work.

.2. Training strategies: data sets

In order to analyze the crosslingual capabilities of the multi-
ingual NER systems under examination, two different data sets
ere used: the English i2b2 2014 de-identification corpus and the

talian SIRM COVID-19 de-identification corpus, the latter created
d hoc for the investigation of the performance of low language
esource systems with a specific case in Italian.

Four methods were tested as shown in Fig. 5:

1. EN. It provides a training set exclusively in language with
high resources.

2. IT. It provides a training set exclusively in language with
low resources.

3. MIX. It provides a mixed training set, both in high resource
language and low resource language.

4. EN–IT. It provides two separate training sets for two dis-
tinct training phases: the first with the high resource lan-
guage data set, the second with the low resource language
data set.

The first data set, the i2b2 2014 de-identification corpus, was
eleased by [8], members of the i2b2 National Center for Biomed-
cal Computing, on the occasion of the NLP Shared Tasks Chal-
enges. In full compliance with the HIPAA criteria and with some
dditional specifications, guidelines were issued for the anno-
ation [4]. In detail, these guidelines expand the categories of
8 identifiers provided by HIPAA and group them into 7 main
ategories containing different subcategories. After manual tag-
ing, data were surrogated before release in xml format including
oth text and annotations within appropriate tags. In particular,
304 medical records were provided, from 2 to 5 for each of the
96 patients to whom they belonged. Of these medical records,
espectively 521, 269 and 514 were assigned to the training,
alidation and testing data sets. In the specific case of this study,
nly the training data set was used.
The second data set, hereafter called SIRM COVID-19 de-

dentification corpus, was created specifically for this study. In
7

able 1
HI distributions in the i2b2/UTHealth 2014 training data set and in the SIRM
OVID-19 de-identification corpus.
C:Subcategory TRi2b2 TRSIRM TSSIRM
AGE 810 63 55
C:EMAIL 3 0 0
C:FAX 5 0 0
C:PHONE 229 3 7
C:URL 2 66 76
DATE 5254 64 90
I:BIO ID 1 0 0
I:DEVICE 7 0 0
I:HEALTH PLAN 1 0 0
I:ID NUMBER 171 137 129
I:MEDICALRECORD 398 0 0
L:CITY 259 38 63
L:COUNTRY 53 1 5
L:HOSPITAL 928 134 131
L:ORGANIZATION 85 4 8
L:OTHER 4 3 6
L:STATE 221 0 0
L:STREET 144 0 0
L:ZIP CODE 139 0 0
N:DOCTOR 1932 302 425
N:PATIENT 879 3 0
N:USERNAME 219 0 0
PROFESSION 149 38 27

Category TRi2b2 TRSIRM TSSIRM
AGE 810 63 55
CONTACT 239 69 83
DATE 5254 64 90
ID 578 137 129
LOCATION 1833 180 213
NAME 3030 305 425
PROFESSION 149 38 27

Total # 11,893 856 1022

particular, starting from the 115 medical records in pdf format
provided by SIRM12 without any annotation. Hence, in addition
to pre-processing the data, they were annotated according to
criteria similar to the first data set, so as to maintain unifor-
mity between the recognition categories. Where the appropriate
subcategory was not available, it was decided to opt for the
closest one semantically: for example, the Italian regions were
annotated as LOCATION: OTHER, since they belonged neither to
the subcategory LOCATION: COUNTRY nor to the subcategory
LOCATION: STATE or the street names identifying the hospitals
were aggregated with LOCATION: HOSPITAL entities. In order to
proceed with the planned experimental tests, 65 of 115 medical
records and 50 of 115 medical records were used for training and
testing purposes respectively.

Table 1 presents an exhaustive list of entity distributions in
the de-identification corpora used. In particular, with reference to
the first column C:Subcategory, C: stands for the category to which
the entities belong if divided into subcategories, and in detail it
can be C, I, L, N which stand for CONTACT, ID, LOCATION and
NAME respectively. Instead the TRi2b2, TRSIRM and TSSIRM columns
indicate the i2b2 training data set and the SIRM COVID-19 train-
ing and testing data sets respectively. Finally, the i2b2 guidelines
provided the subcategories C:IPADDRESS, I:ACCOUNT, I:LICENSE,
I:SSN and I:VEHICLE, but the same i2b2 data set has none, so it
was preferred not to include them in Table 1.

Finally, to represent the distribution of the entities within the
data sets used for training and testing, a clustered column chart
has been constructed, shown in Fig. 6.

The i2b2 training data set was converted from the xml for-
mat to brat standoff format through the use of the NeuroNER

12 https://www.sirm.org/category/senza-categoria/covid-19/.

https://www.sirm.org/category/senza-categoria/covid-19/
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Fig. 5. Transfer learning strategies. From top left to bottom right it is possible to view the EN, IT, MIX and EN–IT strategies, where the input is modified accordingly.
Fig. 6. Clustered column chart. Distribution of the entities in the data sets.
ool [22]. While the annotations for the SIRM COVID-19 data set
ere created directly in brat standoff format, after transforming
he source pdf files into text using the python pandas library.
f the annotated text was contiguous with unannotated text,
hey were separated to improve tokenization13: the subsequent

13 Spacy was used as tokenizer, see https://spacy.io/ for details.
8

misalignment was adjusted recalculating initial and final offset of
the entity within the text. The data sets were then converted from
brat standoff format to CONLL format, depending on the input
needs of the framework used and according to the IOB tagging
format [95] used where O, B-tag and I-tag represent an untagged
token, the begin of a tagged token and all the rest of a tagged
entity respectively.

https://spacy.io/
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able 2
i-LSTM+CRF hyper-parameters.
Hyperparameter Value

Annealing factor 0.5
Batch size 16

Dropout 0.5 (variational)
0.05 (word)

Epochs up to 500
Gradient clipping 5
Hidden size 256
Learning rate 0.1 - 0.0001
Patience 3
RNN Layers 1

Table 3
BERTbase and mBERT hyper-parameters.
Hyperparameter Value

Attention heads 12
Batch size 32
Epochs 5
Hidden size 768
Languages 104
Hidden layers 12
Maximum Sequence Length 512
Parameters 110 M

4. Experiments and results

In this section, the experimental setup is shown in Section 4.1,
he evaluation metrics are described in Section 4.2 and, finally,
he results obtained are presented in Section 4.3.

.1. Implementation details and experimental setup

To implement the systems described in this article, two dif-
erent frameworks have been used that offer different possibili-
ies for NLP tasks like classification, NER, Part-of-Speech tagging,
ense disambiguation and so on. The first one is Flair,14 [52]
ritten in Python: this framework has been used to implement
he neural network based system Bi-LSTM+CRF, leaving default
alues not of interest and setting as shown in Table 2 the values
elevant to the experimentation. The second is Hugging Face
ransformers,15 also written in Python: this framework has been
sed to implement the system based on Transformers, so BERT.
imilarly to what was done previously, only the values relevant to
he experimentation have been modified and reported in Table 3.
he hyper-parameters modified and reported in Tables 2 and 3
re described below.
Regarding Flair, the stochastic gradient descent (SGD) was

sed to update neural network parameters. Every 3 epochs with-
ut improvement the learning rate is reduced according to Pa-
ience hyper-parameter, by multiplying the annealing factor, so it
oes from 0.1 to 0.0001, the latter being a system condition of
arly stopping. For this reason, the 500 limit of training epochs is
ever reached but the number of epochs used is different for each
rained model. Other hyper-parameters are: gradient clipping 5.0,
i-LSTM hidden size 256, variational dropout 0.5, word dropout
.05 and batch size 16.
Regarding HuggingFace Transformers, BERTbase and mBERT im-

lementations have both 110M of parameters. Batch size and
aximum Sequence Length were set to 32 and 512 respectively,
hile the model was fine-tuned for 5 epochs. Attention heads,
idden size and hidden layers were 12, 768 and 12 respectively.
An IBM POWER9 cluster with NVIDIA V100 GPUs was used to

un the experiments. In detail, the tested models were based on:

14 https://alanakbik.github.io/flair.html.
15 https://github.com/huggingface/transformers.
 w

9

1. Bi-LSTM+CRF with stacked embedding consisting of
MultiBPEmb and Flair embedding multi-fast (both forward
and backward);

2. mBERT Cased.

The models were trained using the strategies introduced in
Section 3.2. In particular, the EN and IT strategies perform a train-
ing on i2b2 2014 and SIRM COVID-19 data sets respectively, while
the MIX strategy provides a single concatenated i2b2 2014/SIRM
COVID-19 data set for training, finally the EN–IT strategy per-
forms a first training on i2b2 2014 data set and a second training
on SIRM COVID-19 data set. All models were tested on SIRM
COVID-19 testing data set (50 of 115 clinical records).

Finally all models were trained and tested repeating the pro-
cedure five times for each configuration and reporting the arith-
metic mean of the results, rounded to the fourth decimal place.

4.2. Evaluation metrics

From precision P and recall R it is possible to define their
harmonic mean, called measure F1 to evaluate the performance
of the models and compare them. Said TP the number of true
positives, FP the number of false positives and FN the number
of false negatives, it is possible to define the metrics:

F1 =
2 ∗ P ∗ R
P + R

(19)

=
TP

TP + FP
=

# of correct entities
# of predicted entities

(20)

=
TP

TP + FN
=

# of correct entities
# of expected entities

(21)

The most common calculation methods for the F1 value, which
hange its value in the case of multi-class problems, are as fol-
ows:

• Macro-Averaging. The precision and recall values are calcu-
lated for each class. Later precision and recall are calculated
as the arithmetic average of the precision and recall values.
Therefore F1 is calculated by (19).16 It should be reported its
standard deviation also.
• Weighted Macro-Averaging. The precision and recall values

are calculated for each class. Later precision and recall are
calculated as the weighted average (concerning the number
of expected entities for each class) of the precision and recall
values. Therefore F1 is calculated by (19)16.
• Micro-Averaging. The number of correct, expected and ex-

pected entities of each class is summed up. Accuracy and
recall are calculated with these total sums. In this case, for
binary classification problems, F1 = Accuracy.

The most common method is Micro-Averaging which has been
sed. The results were produced using five criteria: binary, i2b2
ategory and i2b2 sub-category on one side and entity and token
n the other. In the case of the binary criterion it is sufficient

to discriminate between entities and non-entities (or tokens and
non-token), then for the i2b2 category and the i2b2 subcategory
it is necessary to recognize the categories and subcategories to
which the entities or tokens respectively belong. In addition, the
entity criterion controls if a predicted entity matches precisely the
correspondent in the so-called gold standard (i.e. ground truth),
while the token criterion controls only if there is a token corre-
spondence, which is considered correct even if it only partially
fits the entity. So, in entity-subcategory cases the lowest scores
are obtained, while in token-binary cases the highest scores are
obtained.

16 The final F1 value should be calculated by (19) and not by arithmetic or
eighted average of the F values of the classes.
1

https://alanakbik.github.io/flair.html
https://github.com/huggingface/transformers
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.3. Results

The Micro-Averaged F1 results are shown in Table 4. In par-
icular, column Model indicates the trained model, while column
trategy indicates the training strategy adopted. On the other
columns, as explained in Section 4.2, there are six evaluation
criteria: S, C and B represent respectively i2b2 subcategory, i2b2
ategory, binary, while the subscripts E and T stand for entity and
oken.

In particular, two pre-trained Italian language models were
sed as baselines: the Bi-LSTM+CRF: BPEmb (IT) + Flair (IT) and
he BERTbase (IT) Cased models. In these cases the only possible
raining strategy involves the exclusive use of the Italian training
et. Observing the results it is possible to understand how it is
easible to obtain better performance by using strategies based
n transfer learning approaches: in this way it is easy to increase
he training set by using data available in languages with high
esources such as English.

Furthermore, the results further confirm what [25] have al-
eady expressed in the literature: although the results at token
evel suggest the use of BERT-based architectures for the NER
ask, this assumption is actually misleading. It is important to
emember that the NER, hence de-identification as the basis of
he anonymization process, should be evaluated at the level of
ulticlass entities, i.e. category and subcategory. In all other
cenarios, in fact, entities could be replaced by the wrong sur-
ogates, which would leave ample room for re-identification [3].
s a result, it is possible to consider the model Bi-LSTM+CRF
ith MultiBPEmb + Flair multi fast stacked embedding trained
ith strategy EN–IT as the most suitable for the clinical de-

dentification in a low-resources scenario such as that of the
talian language. Hereinafter, the Bi-LSTM+CRF: BPEmb (IT) + Flair
IT) will be referred to as monolingual system, while the Bi-
STM+CRF: MultiBPEmb + Flair multi fast model trained with MIX
r EN–IT strategies as crosslingual systems.

.3.1. Embeddings ablation analysis
For the sake of completeness, it was analyzed the importance

f each embedding type within the EN–IT crosslingual system.
esults are reported in Table 5.
As can be easily seen from the results, neither Flair alone nor

ultiBPEmb alone can achieve results comparable to their com-
ination: exploiting a contextual model that works at character
evel proves to be a less performing choice compared to the use of
subword model in the case of a low-resources language. But the
onsiderable detachment that is obtained by combining the two
ifferent embedding suggests that, in a clinical de-identification
ask such the one under analysis, the use of a subword model that
an also exploit contextuality is particularly effective.

.3.2. Embeddings space analysis
The Fig. 7 reports an embedding scatter plot obtained applying

3D Principal Component Analysis (PCA) on the original embed-
ing space representing the Original-Embedding (MultiBPEmb +
lair multi fast) on the first row and the Reprojected-Embedding
fter the double training strategy (EN–IT) on the second row. On
he other hand, the first column presents the tokens related to
nglish sentences whereas the second column the ones related
o Italian sentences.

The two data sets used for the plots are:

• the Italian SIRM COVID-19 test set composed by 1185 sen-
tences;
• the first 1185 sentences of the English i2b2 2014 training
set.

10
This choice was made in order to have about the same data
oints for both English and Italian scenarios.
For the sake of clarity, only the two most represented cate-

ories were considered, C:Name and C:Location, respectively the
ed and blue points for the English set and the orange and black
oints for the Italian set. All other categories are labeled with
:Other, using the colors yellow (EN) and green (IT).
The scatter plots highlight two major insights:

1. Column view: the training process has generated a redis-
tribution of clusters on the reprojected embedding space
depending on the NER task adapting their own position on
the analyzed categories;

2. Row view: the better alignment of embeddings clusters
considering the relative position of the clusters related to
each category: in fact, in the reprojected embedding space,
the clusters of the same category remain in the same area
for both languages.

. Discussion

The results obtained allow to identify what may be the best
pproaches to manage clinical de-identification using NER sys-
ems for Italian language. First of all it is possible to notice that
he use of the crosslingual system trained in English and tested
n Italian does not obtain exciting results, on the contrary it
btains worse results than a monolingual system with training
nd testing in Italian.
In detail, this study allows to highlight that, even if used

n a scenario of limited resources such as that of the Italian
anguage, crosslingual systems properly used can obtain better
esults than monolingual systems provided some caution during
raining, so as to take full advantage of the beneficial effects due
o the transfer learning. In fact, crosslingual systems that are
rained with a mixed English–Italian data set or with a double
raining first in English then in Italian, can obtain better results
han monolingual systems. Moreover, this study shows that it
s slightly preferable to adopt a strategy with double training,
ather than single training with a mixed data set: this finding
eads to think that in the first case the ‘‘noise’’ introduced within
he network is more limited, favoring a better settlement of the
eights of the neural network.
Along with these aspects, it is important to add another crucial

onsideration: the world of research today is strongly intercon-
ected, which is why it is increasingly common to come across
ibliometric references, often in English or transliterated Chinese,
ithin medical records written in any other language. Hence
here is a phenomenon sometimes similar to code-switching,
lthough references do not constitute expressions in different
anguages within the same expression, but rather sentences dis-
onnected from the rest of the discourse and reported as notes at
he bottom of the page. For these reasons, crosslingual systems
an, in addition, succeed in obtaining superior performance, at
east in terms of recognition of entities in languages other than
he target language. An example can be the entity State Adminis-
ration of Traditional Chinese Medicine, written in English within a
redominantly Italian text and correctly recognized only by the
rosslingual systems as LOCATION: ORGANIZATION.

.1. Strengths and weaknesses: monolingual vs crosslingual systems

In order to clarify the advantages and disadvantages of the
est crosslingual system, i.e. trained with EN–IT strategy, com-
ared to the monolingual system, a comparative analysis of the
ntities surveyed is proposed below. For simplicity, the monolin-
ual system will be indicated by the abbreviation IT while the
rosslingual system with EN–IT training strategy will be indicated
y the abbreviation EN–IT.
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Table 4
Micro-Averaged F1 results.
Model Strategy SE CE BE ST CT BT

Bi-LSTM+CRF: BPEmb (IT) + Flair (IT) IT 0.8110 0.8278 0.8317 0.8856 0.9115 0.9190

Bi-LSTM+CRF: MultiBPEmb + Flair multi fast

EN 0.2662 0.2948 0.3134 0.4103 0.4914 0.5797
IT 0.7910 0.8118 0.8159 0.8826 0.9060 0.9183
MIX 0.8371 0.8602 0.8618 0.8970 0.9304 0.9417
EN–IT 0.8391 0.8595 0.8619 0.9033 0.9321 0.9449

BERTbase (IT) Cased IT 0.7553 0.7880 0.8561 0.7969 0.8979 0.9260

mBERT Cased

EN 0.4585 0.5029 0.6878 0.5498 0.6097 0.6878
IT 0.7768 0.8207 0.9449 0.8923 0.9353 0.9449
MIX 0.7696 0.8105 0.9379 0.8833 0.9245 0.9379
EN–IT 0.7228 0.7576 0.8969 0.8241 0.8678 0.8969
Table 5
Micro-Averaged F1 results for embeddings ablation analysis of the EN–IT crosslingual system.
Embedding SE CE BE ST CT BT

MultiBPEmb 0.7614 0.7743 0.7914 0.8201 0.8569 0.8835
Flair multi fast 0.7621 0.7851 0.7972 0.8529 0.8801 0.8963
MultiBPEmb + Flair multi fast 0.8391 0.8595 0.8619 0.9033 0.9321 0.9448
Fig. 7. Scatter plots of three dimensional principal component analysis of the embedding points.
.1.1. Entities analysis
Table 6 shows the entities that are correctly recognized only

y one system, IT or EN–IT. The output of the tokenization process
s emphasized by the alternation of black and red colors.

First of all, the only type of case study in which the IT system
as an advantage over the EN–IT system: it refers to all those
ituations in which there are multi-token entities in the target
anguage that are complex and specific. An example is given by
he entity of type LOCATION: HOSPITAL Unità di terapia intensiva
‘Intensive Care Unit’’: the IT system correctly recognizes the en-
ity, instead the EN–IT system succeeds in a random way because
f the complexity and peculiarity of the entity, which neither
resents the same number of tokens as the English correspondent
4 vs 3) nor has the same roots for all the words in the other
raining language (terapia vs ‘‘care’’). On the other hand, the EN–
T crosslingual system has a number of advantages in different
cenarios, which can be grouped in three cases.
The first case concerns all those entities in languages other

han the target language, but present because they may be quotes.
11
A frequent example is the one given by foreign names, English
or Chinese, such as the entity Liu, Bin of type NAME: DOCTOR.
Even if the Beginning or Inside of the entity is not correct, maybe
because of an unusual pattern compared to the Italian, i.e. Sur-
name, Name, it is possible to get better results at token level. Here
the crosslingual is clearly superior to the monolingual approach.
The second case, on the other hand, concerns those entities which
generally belong to the LOCATION category. What can be identi-
fied is a higher accuracy, especially finer-grained and therefore
at subcategory level, of the EN–IT system than the IT system.
In detail, some entities of type LOCATION: CITY or LOCATION:
OTHER as Milano, Marcianise, Vibo Valentia, Wuhan and Veneto are
generally correctly identified by the EN–IT system, instead with
wrong subcategories or unseen by the IT system. The motivation
is probably to be found in the ability of the crosslingual system to
rely to a greater extent on contextual patterns derived also from
the English language that suggest the presence of an entity of type
LOCATION: CITY. Instead, the IT system tends to identify them as
LOCATION: HOSPITAL: this error is induced by the fact that in the



R. Catelli, F. Gargiulo, V. Casola et al. Applied Soft Computing Journal 97 (2020) 106779

C
n
l
1

5

t
e
e
v
d
a
w
c
h
r
d
i
h

M
p

b
t

f
d

Table 6
Examples of recognized entities. The alternation of black and red words is used to
emphasize the output of the tokenization process. Best viewed in color.
i2b2 Category: Subcategory Entity Recognized by

AGE 47aa EN–IT
CONTACT: PHONE 118 EN–IT
DATE 12.02.2020 EN–IT
LOCATION: CITY Milano EN–IT

Marcianise EN–IT
Vibo Valentia EN–IT
Wuhan EN–IT

LOCATION: HOSPITAL Unità di terapia intensiva
(intensive care unit)

IT

LOCATION: OTHER Veneto EN–IT
NAME: DOCTOR Liu, Bin EN–IT
Table 7
Challenging entities. The alternation of black and red words is used to emphasize the output of the tokenization process.
Best viewed in color.
i2b2 Category: Subcategory Entity Motivation

CONTACT: URL http://yzs.satcm.gov.cn/zhengcewenjian/2020-02-19/13221.html AMB
DATE domenica (sunday) S
ID: ID NUMBER 10.1186/s40779-020-00240-0 AMB
LOCATION: CITY Fabrizia S

Melito S
VV AB
CE AB

LOCATION: HOSPITAL reparto dedicato ai pazienti COVID-19 (COVID-19 patients department) AMB, D
HUB di riferimento Covid (Covid reference HUB) AMB, D

LOCATION: OTHER vibonese AMB, S
lodigiano AMB, S

PROFESSION clinici (clinician) S
dipendente di industria chimica (chemical industry employee) S
medico di Pronto Soccorso (Emergency Room medical doctor) S
e

Italian language the names of cities or places are often used also
to give the name to the hospital that oversees the city or place.

Finally, the third case considers those entities of type AGE,
ONTACT: PHONE, DATE which, although not present in large
umbers, are expressed through recurrent patterns also in other
anguages such as English: some examples can be 47aa ‘‘47yo’’,
18, 12.02.2020.

.2. Challenging entities

In this section the focus is on the entities that are difficult
o identify for both systems, with the aim of providing some
xplanation. As already mentioned by [6], the main sources of
rror are generally due to (1) abbreviations, whose brevity and
ariety contribute to confuse the learning system, (2) ambiguities,
ue to polysemic tokens used in unclear contexts, (3) debatable
nnotations, i.e. annotation errors, shortcomings or variations
ith respect to the guidelines and (4) both scarcity and sparsity of
ertain types of entities within the data sets. These error sources
ave been indicated by the abbreviations AB, AMB, D and S,
espectively, and used in the Motivation column of Table 7. In
etail, this table shows the entities that are most difficult to
dentify and the alternation of the colors black and red indicates
ow tokenization works.
Some examples are LOCATION: CITY entities such as Fabrizia or

elito, scarcely present, or LOCATION: CITY abbreviations widely
resent as VV and CE to indicate the cities of Vibo Valentia and

Caserta respectively, or LOCATION: OTHER entities such as vi-
onese and lodigiano, which represent unusual ways of identifying
he provinces Vibo Valentia and Lodi.

Moreover, the systems under analysis are not able to success-
ully identify those complexly structured entities such as reparto
edicato ai pazienti COVID-19 ‘‘COVID-19 patient department’’ or

HUB di riferimento Covid ‘‘Covid Reference HUB’’, labeled as LOCA-

TION: HOSPITAL but not predicted in any way, probably because

12
of the too ambiguous way of identifying specific places without
even using capital letters.

While ID: ID NUMBER or CONTACT: URL entities such as
10.1186/s40779-020-00240-0 and http://yzs.satcm.gov.cn/zhengce
wenjian/2020-02-19/13221.html that the tokenizer tends to
break into several sub-tokens are never correctly recognized by
either system and, in addition, also ambiguities contribute to
lower the score: for example, within the second entity it might be
easy to confuse the 2020-02-19 part with an entity of type DATE.

Furthermore, those entities of type PROFESSION, such as clinici
‘‘clinicians’’, dipendente di industria chimica ‘‘chemical industry
mployee’’ or medico di Pronto Soccorso ‘‘Emergency Room doc-

tor’’, are not detected by the systems because of the scarcity, as
the number of entities in training is too small.

Likewise, entities that do not recur in the training set but that
also present a completely different morphology such as domenica
‘‘sunday’’ (type DATE) are not detected at all.

6. Conclusion

In this study two cutting-edge NER architectures, Bi-LSTM+CRF
and BERT, suitable for de-identification, were analyzed in order
to understand their behavior on COVID-19 medical records with
respect to a low-resource language scenario like the Italian one.
For this purpose, an additional data set was built in Italian from
publicly available raw data, called SIRM COVID-19 data set. Ad-
ditionally, four strategies were tested to pinpoint the best to
apply in this particular context. Performed tests showed that the
best strategy to adopt was a double training, before in English
then in Italian, exploiting a Bi-LSTM+CRF architecture in combi-
nation with MultiBPEmb and Flair Multilingual Fast embeddings.
The results obtained leave further room for improvement, al-
though they have allowed to highlight how, in this situation, it is
desirable to proceed with clinical de-identification given the low-
resources language problem. An interesting future development
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ould be the comparison of different architectures even among
hose not available for multilingual purposes, to understand if at
he moment the results obtained are the best possible. The real
imitation of this research area remains the size of the data sets
vailable for clinical de-identification: it would be appropriate to
ncrease the availability of de-identification data sets of the same
ize as the English i2b2 2014, so as to allow a fair comparison
ith monolingual systems and provide strong baselines of ref-
rence before attempting necessary approaches to low resources
ase studies.
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