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The Role of Arti�cial Intelligence in the  
Prediction of Functional Maturation of  
Arteriovenous Fistula

Ali Kordzadeh, MBBS, MSc, MD, VA-BC, FEBS, FEBVS1,3 and Shabnam Sadeghi Esfahlani, BSc, PhD2

Objective: The aim of this study is to examine the appli-
cation of virtual artificial intelligence (AI) in the prediction 
of functional maturation (FM) and pattern recognition of 
factors in autogenous radiocephalic arteriovenous fistula 
(RCAVF) formation.
Materials and Methods: A prospective database of 266 
individuals over a four-year period with n=10 variables were 
used to train, validate and test an artificial neural network 
(ANN). The ANN was constructed to create a predictive 
model and evaluate the impact of variables on the endpoint 
of FM.
Results: The overall accuracy of the training, validation, 
testing and all data on each output matrix at detecting FM 
was 86.4%, 82.5%, 77.5% and 84.5%, respectively. The re-
sults corresponded with their area under the curve for each 
output matrix at best sensitivity and at 1-specificity with 
the log-rank test p<0.01. ANN classification identified age, 
artery and vein diameter to influence FM with an accuracy 
of (>89%). AI has the ability of predicting with a high grade 
of accuracy FM and recognising patterns that influence it.
Conclusion: AI is a replicable tool that could remain up 
to date and flexible to ongoing deep learning with further 

data feed ensuring substantial enhancement in its accuracy. 
AI could serve as a clinical decision-making tool and its ap-
plication in vascular access requires further evaluation.

Keywords: artificial intelligence (AI), artificial neural net-
work (ANN), radiocephalic arteriovenous fistula 
(RCAVF), functional maturation (FM), pattern 
recognition

Introduction
Radiocephalic arteriovenous fistula (RCAVF) is the prima-
ry choice of vascular access for haemodialysis patients.1) 
Upon functional maturation (FM) the RCAVFs remain 
patent for a few years and demand limited interventions. 
However, FM varies from one unit to another in the range 
from 40%–70%.2) The impact of multiple variables on the 
FM of RCAVF has been extensively investigated, and to 
date it has become apparent that certain variables might 
impact FM.3) However, conflict regarding their indepen-
dent impact, association and causal link is persistent, and 
despite conclusive evidence of a few series, this is negated 
by others and recent guidelines remain inconclusive.4) This 
has been attributed to the fact that the majority of such 
outcomes are derived from cohort studies, and despite all 
efforts they could be subjected to selection, performance 
and conclusion bias or could lack randomisation.4) Fur-
thermore, the type of statistical analysis deployed by vari-
ous investigators is varied and not unified, and according 
to the words of Mark Twain: ‘facts are stubborn things, 
but statistics are pliable.’5) This creates a patient strati-
fication dilemma for units, and to date different scoring 
systems have simply failed to aid clinicians in detecting the 
best candidates for RCAVF formation or for prediction of 
their outcome. Even if they do, they are not replicable in 
other centres.6,7)

Artificial intelligence (AI), a branch of computer sci-
ence, has two subtypes of virtual and physical applica-
tion in the field of medicine. Physical application of AI is 
well established and reflected in the use of the ‘Da Vinci’ 
surgical robot utilised in the treatment of various gynaeco-
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logical, urological and colorectal conditions.8) The virtual 
component or so-called ‘machine learning’ is applicable 
to almost every discipline of medicine that conducts mul-
tifactorial analysis ranging from descriptive to predictive 
analytics. Their potential to utilise an important link 
within a data set can be used in the diagnosis, treatment 
and in prediction of outcomes in various clinical circum-
stances. However, their application in vascular surgery 
and access provision remains limited and unexplored.9) 
A major advantage of AI is related to its ability to negate 
all setbacks that are associated with biased biostatistics, 
study design and conclusion by eliminating the human 
error. Furthermore, an ongoing and continuous data feed 
in AI could eventually produce a deep learning system that 
could independently predict, detect and evaluate long-
term trajectories that are associated with outcomes in any 
field of surgery.8,9) Therefore, the primary objective of this 
study is to assess the ability of virtual AI (artificial neural 
network [ANN]) for the first time in literature to predict 
FM of RCAVF. The secondary aim is to evaluate factors 
that might impact FM.

Methods
A prospective consecutive cohort study on n=266 pa-
tients who underwent RCAVF from 1 May 2012 to 1 May 
2016 was conducted. Data on patient’s demographics 
(age, gender), anatomical variance (cephalic vein & radial 
artery diameter), comorbidities (diabetes mellitus [DM], 
ischaemic heart disease [IHD], congestive heart failure 
[CHF], hypertension [HTN]), type of anaesthesia (local 
vs. general) and presence of pulsation, bruit and thrill 
was obtained. Data was completely anonymised and was 
fed into ANNs. Access to local renal data registry was 
granted through audit number CA13-225. The study was 
conducted in accordance with the Helsinki Code of ethical 
principles and no patient was subjected to any new, alter-
native or change of practice.

Standards and definitions
The outcome of the study was set on the endpoint of FM. 
FM was defined following the ‘Rule of 6′s’ assessed clini-
cally and with duplex ultrasonography at six weeks post 
RCAVF formation.10) This included depth of not more 
than 0.5 to 0.6 cm from skin, and diameter (main body 
of fistula) of 6 mm with a flow rate of 600 ml/min and a 
length of 5 to 6 cm for successful two-needle cannulation 
and haemodialysis.10) RCAVFs that did not achieve FM by 
six weeks were categorised as FM failure. Follow-up was 
set at one, four and six weeks from the time of creation de-
pending on the status of the fistulas. All fistulas were cre-
ated by senior vascular access providers and were created 
on the non-dominant hand with ‘fistula first initiative.’

Preoperative Doppler Ultrasound (DUS) was used to 
assess cephalic vein (non-tourniquet) diameter (internal 
calibre) and its direct or indirect continuation to the me-
dian cubitan fossa. This calculation involved measurement 
of the vein diameter at three different fixed sites, resulting 
in a mean value which is represented in this manuscript. In 
addition, radial artery (haemodynamic studies) was con-
ducted using DUS, and no patient in this cohort had any 
inflow issues or was subjected to inflow angioplasty. All 
comorbidities were categorised and defined in accordance 
with definitions provided by the World Health Organisa-
tion.11) All cases of congestive cardiac failure (CCF) clas-
sified according to the American Heart Association were 
in level A, and no patient with CCF category B or C had 
an AVF formation.12) This is because presence of level B 
or C (CCF) will worsen with AVF formation, contributing 
to mortality and morbidity, and this should be limited in 
practice.

ANNs
ANN is a brained-inspired system (neurons and synapses) 
that is intended to replicate the human brain by learning. 
When the data gets too complex or large, they are able to 
recognise patterns and predict outcomes based on logistic 
and sigmoid units that are adapted for real-time diagnosis 
and classification.13)

ANN consists of layers of neurons that constitute an 
input layer (given data), one or more middle or hidden lay-
ers (analysis/perception/detection section) and an output 
layer (outcome). The neurons are connected by links, and 
each link has a numerical weight associated and assigned 
to it. To perform various sets of analysis on the given data 
(input), the signals travel from the first layer (input) to 
the last one (output) only if the aggregate signal passes 
the required limit. ANN learns through repeated adjust-
ments of these weights. The predictive model is a three-
stage weighted neural learning network with 10-input, 
10-hidden and 2-output layers. The output has two ele-
ments of positive (FM) and adverse outcome (failure of 
FM). The final result is an algorithm, which is based on 
independent training and machine learning.

One of the most vital characteristics of ANNs is that 
they can learn from their experience in a training environ-
ment. The use of multilayer feedforward perceptron is 
restricted by the lack of a suitable learning algorithm with 
integrated backpropagation learning. This simply implies 
that data is analysed in various ways so that it can repre-
sent the outcome if tested again, and if there is misrepre-
sentation, this is fed backwards (backpropagation) until 
an ideal representation (pattern recognition) is achieved 
before final output layer. The learning process continues 
as long as the network improves its performance on end-
points of validation and accuracy by crossing the input 
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layers multiple times to train the ANN.14) For optimisa-
tion of parameters, the data is automatically divided into 
three sections of 70% for training, 15% for evaluation 
and the F-measure (combination of precision and recall) 
and 15% for validation. Once training on 70% of the 
data is completed, the predictive model is evaluated and 
measured for its independent precision and for recall with 
final validation on the remaining 15%. This is conducted 
automatically without human interference and the testing 
data set does not affect training and provides an indepen-
dent measure of network performance during and after 
training. Overall, ANN could be compared to a neuron 
(nerve cell) where information is directed towards the cell 
body (input data [node]) and then transmitted through 
the axon (input repetition [node] and weighting) and later 
to the synapses (output [node]) only in a mathematical 
format (computer) with a numerical outcome rather than 
an electrical impulse.

Analysis
This machine learning algorithm included the following 
unbiased/unweighted information: Age at the time of 
surgery (numeric); presence of thrill/pulse (0=no thrill 
or pulse, 1=thrill or pulse) (binary), gender (0=female, 
1=male) (binary); DM (binary); IHD (binary); CHF 
(binary); HTN (binary); vein size in millimetres (mm)(nu-
meric); and artery size in millimetres (mm) (numeric). The 
matrix defining 10 attributes of 266 subjects (10×266) 
and the target was set on two characteristics of a 266 
(2×266) matrix, where each column indicates a correct 
category and is performed in MATLAB and Statistics 
Toolbox (Release 2017, The MathWorks, Inc., Natick, 
MA, USA). More variables (attributes) could not be in-
cluded as the complete dataset was only available on the 
given n=266 with 10 attributes. The initial stage involves 
the formation of scatter plots in 2 dimensional (2D) and 

3 dimensional (3D) with the range of data (variables) and 
their accumulation around a point. The data is ultimately 
assessed through backpropagation which is the method 
of calculating the ‘gradient’ required for weights of each 
variable for ANN. The data areas eventually iterated over 
one epoch (reference point on a scale from which time 
is measured), and this is validated at a range of 0–6 (six 
being the highest level of validation) on a scale. The prob-
ability distribution of the ANN performance on training 
and validation data is assessed through cross entropy 
along with error measurement (histogram). The training 
and the network were adjusted according to its error, 
and the validation sample was used to measure network 
generalisation and to halt training when generalisation 
stopped improving. Finally, an individual matrix for train-
ing, validation, testing and overall outcome for ANN was 
conducted, and the findings of each matrix were validated 
through the corresponding area under the curve (AUC) 
for best sensitivity and 1-specificity in percentage with the 
log-rank test.

Results
FM was obtained in 67% (n=178/266) of the cohort. 
The mean age of the cohort was 63 years of age (inter-
quartile range [IQR], 22–88). There was prevalence of 
a 3 : 1 male to female (75.5%, n=201/266 vs. 24.5%, 
n=65/266). Local anaesthesia was the anaesthetic of 
choice in 94% of the cohort (n=250/266 vs. n=16/266 
general anaesthesia). The most common comorbidity was 
HTN at 81% (n=216/266), followed by DM at 35.7% 
(n=95/266), IHD at 21% (n=58/266) and CCF type A at 
4.1% (n=11/266). The non-augmented (no-tourniquet) 
vein diameter was 1.7 mm (IQR, 0.8–3.5) and this value 
for radial artery was 1.9 mm (IQR, 1–3.4).

The training of the ANN continued until it reached the 

Fig. 1 Artificial neural network training performance.
(a) The training stopped once the mean squared error for validation data reached 
its minimum value (at epoch 24); (b) a bell-shaped (normal distributed) histogram 
for error (target-output) of instances.
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lowest level of mean squared error (MSE) at epoch 24 
(range, 0–30 epoch), with the best performance valida-
tion at the gradient of 0.168989. This is also reflected in 
the error autocorrelation histogram plot that correlates 
with itself at any given time with rapid fall of the bell-
shaped curve (Fig. 1). The overall accuracy of the training, 
validation, testing and all data on each output matrix at 

detection of FM was 86.4%, 82.5%, 77.5% and 84.5%, 
respectively. The results also corresponded with the AUC 
for each output matrix at best sensitivity and 1-specificity 
with the log-rank test of probability p<0.01 (Fig. 2). In 
order to evaluate the pattern recognition ability (impact 
of variables) of the ANN, factors of age, vein and artery 
size (diameter) in millimetres were subjected to similar 

Fig. 2 Artificial neural network confusion matrix and their corresponding area under curve 
(AUC) for best sensitivity and 1-specificity from the network’s training, validation and 
testing data with 10 hidden layers, 10 input elements and two outputs.
(a) Training confusion matrix; (b) validation confusion matrix; (c) test confusion matrix; 
(d) all confusion matrix; (e) AUC of training confusion matrix; (f) AUC of validation 
confusion matrix; (g) AUC of test confusion matrix; (h) AUC of all confusion matrix.  
ROC: receiver operating characteristic

Fig. 3 (a) Three dimensional scatter plot and the cubic surface interpolant with different com-
binations of features (artery size and vein size vs. age at the time of surgery); (b) the 
2 dimensional plot for patient’s ASize (artery size) and VSize (vein size). The sample 
values are shown in black points; (c) the scale conjugate gradient used for training 
the data in artificial neural network pattern recognition with 30 epochs; (d) the epochs 
value used for data validation which is in the range of (0–6).
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assessment. This showed the gradient level of 0.035674 
validated at the highest range of epoch with an accuracy 
of >89%, demonstrating the significance of age, vein and 
artery size on the outcome of FM (Fig. 3).

Discussion
The outcome of this study reveals that AI could predict 
FM with >80% accuracy by only 10 given attributes (fac-
tors). This predictive model has the potential for higher 
sensitivity and specificity if a broader range of variables 
is made available for a more in-depth learning process. 
In contrast, an example of a higher performance on 10 
variables was apparent in the study of Anagnostou et al., 
where AI significantly enhanced (99.38%, n=283 cases) 
the ability of early prostate cancer diagnosis with high 
sensitivity and specificity (> 95%), and inhibited a higher 
number of unnecessary tissue samplings with higher can-
cer staging capabilities (TNM staging) (81%–100%).15) 
Similar results were also noted in the early non-invasive 
detection of breast cancer, surgical free flap infection, sur-
vival following gastric cancer and exposure to fractures in 
diagnostic imaging.16–19)

In this study, the ANN classification identified three 
characteristics with significant influence on FM, including 
age, artery and vein diameter with an accuracy of >89%. 
The maximum aggregation points of scattered plots con-
structed in 2D and 3D demonstrated both vein and artery 
diameter >1.8–2 mm to influence the FM in the positive 
direction (Fig. 3). This point for age was at 60 years in 
comparison with the mean of 63 (IQR, 22–88) calculated 
statistically. All factors (age, vein and artery size) were 
validated using ANN with the lowest gradient of error at 
0.035674 at highest validation point on epoch (six being 
the highest, range 0–6) (Fig. 3). Such predictive examples 
are evident in the study of Maharlou et al. where pattern 
recognition by AI predicted the length of intensive care 
unit (ICU) stay following cardiac surgery in n=311 indi-
viduals with >88% accuracy. It was noted that the two 
factors of the aortic clamp and the cardiopulmonary by-
pass duration directly influence the length of ICU stay.20)

This precision of AI owes its existence to computational 
analytical tools that are inspired by the biological nervous 
system. They are made of highly interconnected networks 
of computer processors known as ‘neurons’ or so-called 
‘artificial neural networks (ANNs)’. ANNs are capable of 
performing parallel computations for data analysis, learn-
ing from historical examples, utilising important links 
within a data set (that might not be apparent) and analys-
ing non-linear data.21) One other advantage of AI is its 
ability to automatically learn and continuously improve 
on imprecise information and to self-regulate its perfor-
mance to the highest level of precision and detection. In 

addition, such a system is capable of including multiple 
prediction models at the same time with the given data set 
so that it can identify the best fit model. Once the best fit 
model is detected, this is subjected to two further indepen-
dent steps of validation and testing that make AI robust 
and avoid statistical pitfalls or interpretations.22,23)

This is the first study in the literature that has evaluated 
the role of virtual AI in the prediction of FM, and its ex-
ternal revalidation is highly advocated. The study benefits 
from an adequate number (lack of comparison in the liter-
ature) of individuals with complete data and uniform type 
of access (RCAVF). The novel nature of the research does 
not create a platform for an actual and active comparison. 
The combination of AI and the availability of big data 
(quality and quantity) have the potential to produce an 
advanced and refined individualised evidence-based prac-
tice and permit a clinical-digital convergence. This remains 
dependent on the meaningful harvesting of the data and 
possible hidden information to full capacity that remains 
to be examined. The use of AI has led to a new paradigm 
of knowledge and information that questions old methods 
of data collection, study designs and randomisation that 
lead to medical intelligence.24,25) However, one critical 
component of successful ANN depends on the creation 
of high quality and comprehensive data which still relies 
on the human factor and possible error. There is no doubt 
that there will be some degree of scepticism with outcomes 
and performance of AI in medicine, but their broader role 
in diagnostics, detection, predictive models and decision-
making process in surgery is expanding and cannot be 
denied. Furthermore, a thorough understanding of ANNs 
and their methodology remains crucial for clinicians as 
unfit data could be used for incorrect decision-making 
in clinical practice. Overall, surgeons are in a position to 
integrate AI and modernise clinical practice for the provi-
sion of the highest quality of care, and this requires strong 
interdisciplinary collaboration and fostering of education 
for the dissemination of AI methods in medical practice.

Future directions
In this study, we only evaluated AI in the prediction of 
FM and of recognition of influencing variables in RCAVF. 
However, AI could be applied to detect FM and secondary 
outcomes (primary patency, primary assisted patency and 
secondary patency) in any type of arteriovenous fistula. 
As mentioned earlier AI has the potential to recognise 
factors (pattern recognition) that could affect any of the 
outcomes.

Conclusion
The application of AI in recognition of factors and predic-
tion of FM in RCAVF has demonstrated high accuracy. AI 
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is a replicable tool that could remain up to date and flex-
ible for ongoing learning, and the role of AIs in vascular 
access provision remains unexplored. AI has the potential 
to serve as a clinical decision-making tool and further re-
search in this upcoming filed is highly advocated.
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