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During the last few years, Bike Sharing Systems (BSS) have become a popular means of 
transportation in several cities across the world, owing to their low costs and associated 
advantages. Citizens have adopted these systems as they help improve their health and contribute 
to creating more sustainable cities. However, customer satisfaction and the willingness to use the 
systems are directly affected by the ease of access to the docking stations and finding available 
bikes or slots. Therefore, system operators and managers’ major responsibilities focus on urban 
and transport planning by improving the rebalancing operations of their BSS. Many approaches 
can be considered to overcome the unbalanced station problem, but predicting the number of 
arrivals and departures at the docking stations has been proven to be one of the most efficient. In 
this paper, we study the features that influence the prediction of bikes’ arrivals and departures in 
Barcelona BSS, using a Random Forest model and a one-year data period. We considered features 
related to the weather, the stations’ characteristics, and the facilities available within a 200-
meter diameter of each station, called spatial features. The results indicate that features related to 
specific months, as well as temperature, pressure, altitude, and holidays, have a strong influence 
on the model, while spatial features have a small impact on the prediction results.

1. Introduction

Several cities around the world have adopted Bike Sharing Systems (BSS) as a new and alternative mode of transportation. Their 
adoption has helped enhance urban mobility and contributed to a more sustainable traffic model, creating a greener and healthier 
society. However, there are several challenges that supervisors of the system need to overcome, not only in terms of vandalism or lack 
of respect for shared property but also in how they provide equitable access and optimize rebalancing operations. Several authors 
have studied how the lack of available bikes or docks, especially during rush hours, can lead to a reduction in service reliability and 
customer satisfaction [1,2].

Different methods have been adopted by BSS system operators to redistribute the bikes between stations, for example based on 
their experience, using customers’ reports or travelling around the city in trucks and checking the status of the docking stations. 
Nevertheless, these methods could lead to unnecessary waste of resources and inconveniences for users if there are no bikes or 
available docks in the stations. Therefore, an accurate prediction of the available bikes and docks in each station is important for the 
optimization of the re-balancing process as well as for the users of the system. The research in the stations’ balancing field has increased 
in the latest years, numerous studies focus on optimizations of vehicles routes or bikes inventory management [3–5]. However, a more 
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dynamic approach, which consist in providing an accurate forecast of BSS status (arrivals and departures) to system managers, has 
become a popular and effective method to overcome the challenges of unbalanced stations. By using this information, BSS operators 
can improve the system management and create more efficient balancing truck routes and bike re-balancing strategies. Similarly, 
customers can also benefit of this information, by planning their trips ahead of time and choosing different stations to borrow or drop 
off bikes according to future availability forecast. Most studies have mainly focused on evaluating different prediction algorithms 
or creating alternative prediction models to enhance the accuracy of the forecasted bike demand. However, few studies focus on 
identifying and studying other potential features that could help improve model performance and prediction accuracy.

1.1. Hypothesis and contributions

This paper builds on the study conducted by Cortez et al., where five prediction algorithms were analyzed when forecasting short-
term station level arrivals and departures in three BSS: small BBS in Logroño (Spain), medium BSS in Barcelona (Spain) and Large 
BSS in New York (US) [6]. In this study, external features (station-related and weather features) were used to train and evaluate 
the models. These features have been extensively studied by several authors [7–9], and have been proven to have some effect on 
BSS demand. However, as mentioned before, the effect of other external variables such as the business population, presence of 
educational centers, available transport connections, and other facilities has been barely studied. Similarly, other temporal variables, 
such as holidays, have not been considered in BSS forecast models. In this investigation, we seek to bridge that gap in the existing 
literature by analyzing several weather, stations’ characteristics, stations’ usage, and spatial features and studying their correlation 
and effect on BSS demand forecast.

Given the data availability of the different BSS, we focused on Bicing which is the public bike sharing system in Barcelona. The 
hypotheses of this study are cited as follows:

• H1: Weather features have a strong influence in Bicing arrivals and departures. This hypothesis is based on the contributions of 
different authors [10–13].

• H2: Spatial features, such as build facilities in a 200-meter radius of each docking station, are among the most influential features 
in Bicing system. This hypothesis is based on several studies [14,10,15]. However, there is no consensus on the influence of these 
variables in bike demand, as it depends on each BSS characteristics. More details are given in Section 2.

• H3: Holidays and other temporal variables influence Bicing demand. This hypothesis is supported by findings in different studies 
[14,10]

The particular characteristics of each BSS require a different analysis of the features that can contribute to the improvement of 
the forecast accuracy. Consequently, this study makes two key contributions:

• An analysis of several weather, spatial, stations’ characteristics and stations’ usage related features for Barcelona BSS.
• A feature importance analysis of the attributes that affect Bicing arrivals and departures forecast.

Most of the data has been collected from Open Data BCN webpage, using a one-year period. Two reasons have influenced this 
decision: i) the data availability, and ii) the need to study long-term patterns and understand the effect of weather and monthly 
patterns on the BSS demand. Later, the collected data has been used to train the Random Forest model, which was the model that 
showed better performance in [6]. Then, a feature analysis was performed to understand the influence of each feature on Bicing 
arrivals and departures prediction.

The results obtained in this study can help improve the accuracy of arrivals and departures prediction in Barcelona BSS and be 
leveraged by system managers to create policies to improve this BSS and promote its use. However, these results cannot be directly 
extended to other medium-sized systems, as the particular characteristics of each BSS need to be studied to decide which features 
should be collected. For example, Bicing is a system designed for Barcelona residents and cannot be used by tourists or temporary 
visitors. Therefore, the effect of features related to tourism, such as the most touristic places around a station, will have a small effect 
on Bicing demand; but the number of universities or educational centers could have a bigger effect.

The rest of the paper is organized as follows: Section 2 describes related work. Details about the data collection and processing 
are given in Section 3. In Section 4, we describe the analysis of the features and the collected data. Additionally, Section 5 provides 
an overview of the prediction model and error metrics employed. Section 6, presents the model results. Section 7 discusses the main 
findings. Finally, the main conclusions and suggestions for future investigation are given in Section 8.

2. Previous work

The worldwide deployment of Bike Sharing Systems has significantly increased recently, extending beyond major cities as well 
as medium and small-sized cities. BSS is considered a means to achieve more sustainable cities and provides many benefits, such 
as convenient, low-cost, and environmentally friendly transportation. It also improves citizens’ health and reduces pollution, among 
other advantages [16–19]. BSS popularity among citizens is undeniable. They offer a practical solution for avoiding traffic congestion 
and alleviate many of the burdens related with acquiring a personal bicycle, such as maintenance, possible theft, and bike storage. 
However, challenges remain, including issues associated with civic behavior, unique city characteristics (e.g., elevation) [20], ensuring 
2

equitable access [21], and optimizing re-balancing operations, which have also caught the attention of the political entities.
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Notable efforts have been conducted lately to analyze how BSS are being used and to predict the rental demand for bikes. An 
accurate forecast, especially at peak hours when the system tends to be irregular, will help BSS users to plan their trips in advance [22]. 
From the point of view of system operators and managers, it could help with re-balancing operations, the proposal of efficient vehicle 
routes [3,23] or smart traffic control [24]. Many authors have focused on the study of weather [25,11], calendar events [11,26,27] or 
important events [12] and their influence in bike use. Other areas of investigation are the characteristics of trips [28–30], destination 
preferences [13,31], traffic flows [32,12,33] or the impact of urban configuration [34,35] in bike usage trends. We share with these 
authors the aim to identify the diverse sociodemographic or meteorological factors that could influence bike sharing flows. However, 
our analysis is extended to identify the impact of these features in the station-level prediction models.

The massive data generated by these systems and the fact that many cities have this information publicly available have promoted 
the study of forecasting models with different approaches in mind. While some authors have predicted the trip destination and duration 
[36], others focused on the application of different machine learning models for bike demand forecasting [32,37,38,36]. Graph 
structural information [39] has also been used to improve the results of machine learning models, while deep learning techniques 
[40] and Recurrent Neural Networks [41] have also been employed. Another area of interest has been clustering using metrics like 
the “activity score” [42], patterns in trip behavior [43], availability levels [22], or classifications by time interval (day or month) [44]. 
Likewise, demand forecast at cluster-level has drawn the attention of several authors like Li et al. [45] who predicted bike demand 
in New York and Washington at station cluster level using a Gradient Boosting Regression Tree. In contrast to these authors, in this 
study, we focus on the prediction of bike demand at the station level and the improvement of this prediction using different features.

Several studies also investigate machine learning algorithms to forecast demand at the station level. For instance, using a Graph 
Convolutional Neural Network and data from New York, Lin et al. [7] predicted hourly demand for each station, while Chen et al. 
[46] utilized a Recurrent Neural Network (RNN). In San Francisco, Random Forest and Least-Squares Boosting have been used by 
Ashqar et al. [47]. Moreover, smaller BSS has also been studied, Lozano et al. [48] have tested predictive models in Salamanca (Spain) 
BSS, which has fewer than 50 docking stations. In this paper, we focus on Barcelona, a medium-size BSS with around 500 stations. 
Unlike the above-mentioned studies, we also explore which features are more important in predicting bike demand in Barcelona.

Moreover, different authors have analyzed Bicing, Barcelona BSS, data. For instance, Froehlich et al. [42] analyzed 13 weeks of 
Bicing data. They clustered the stations based on their activity and tested four predictive models (Last Value, Historic Mean, Historic 
Trend, and Bayesian Network) to check the impact of factors that could affect the prediction: the amount of historical data, the time 
of the day, the prediction window, and station’s clusters. Unlike them, we will focus on prediction at the station level and test other 
sociodemographic and meteorological factors that could influence the system. Dias et al. [49] forecasted the status of Barcelona’s BSS 
system, categorizing stations as completely full, almost full, bikes and slots available, almost empty, and completely empty. Using 
Random Forest and information about holidays and weather, their predictions were accurate nearly half of the time. We also employ 
Random Forest, but we will test other variables and how they influence the model. Besides, our goal is to predict the number of 
arrivals and departures at each station, rather than the status.

Many authors have compared the performance of various prediction algorithms using data from the same city. Cortez and Vázquez 
[50] developed a visual tool to evaluate and compare four prediction models using data from Barcelona (Spain). However, their focus is 
on the improvement of visual tools for results comparison rather than on the improvement of model accuracy. Data from Washington, 
D.C.’s BSS has been used by Yin et al. [51] and Feng et al. [52] to compare the performance of several forecast algorithms. Feng et al. 
[52] found that the Random Forest model exceeded a traditional Multiple Linear Regression, while Wang and Kim study [8], observed 
no significant difference in accuracy between Random Forest, GRU, and LSTM when applied to data from the Suzhou (China) BSS. 
However, Xu et al. study [9] reported that LSTM resulted in more accurate estimations for the Nanjing (China) BSS. Hulot et al. [53]
tested Gradient Boosted Tree, Random Forest, and MLP with data from Montreal’s system. They concluded that the Gradient Boosted 
Tree achieved better scores. Li et al. [54] developed five prediction models and an irregular convolutional LSTM model to predict BSS 
in Chicago, Washington, D.C., New York, and London. We have also compared different prediction algorithms for three BSS in [6]. 
This paper is a follow-up study where the goal is not to compare different prediction algorithms; rather, our efforts will be focused 
on identifying how different features can influence the demand forecast using data from Barcelona’s BSS.

Multiple studies have attempted to understand and define the factors that determine bicycle usage. Eren and Uz [14] worked on a 
literature review and compiled different articles that study the factors affecting bike-sharing demand. They divided these factors into 
six categories: weather, built environment and land use, public transportation, station level, socio-demographic effect and temporal 
factors, and safety. For them, there are no clear factors that affect demand except for rainy weather, which negatively affects demand 
in almost all studies. Scott and Ciuro [10] examined the effects of different weather, temporal, and hub attributes on Hamilton’s 
system. They predicted daily arrivals and departures and confirmed that weather and temporal variables are statistically significant. 
Other variables, such as social and built environments measured at a 200-meter buffer around stations, are insignificant. They were 
not sure if the chosen distance of 200 meter influenced the significance of the features. El-Assi et al. [11] studied Toronto’s BSS 
and its sociodemographic factors, land use, and built environment attributes to understand bike demand. As in previous studies, 
they concluded that temperature has a significant correlation with bike use. Faghig-Imani and Eluru [31] have used a Multinomial 
Logit Model and data from Chicago’s system to test the impact of travel distance, land use, built environment, and access to public 
transportation infrastructure on users’ destination preferences. Gao et al. [55] used synthetic data and field data from Shanghai, 
China, of a dockless BSS to analyze the nonlinear and interactive effects of different built environment factors. However, their focus 
was the comparison of two methods: the Partial Dependence Analysis (PDA) and the Accumulated Local Effect (ALE) when dealing 
with correlated features. Data from Seoul, Korea, have been used by Choi et al. [15] to test the influence of different features on bike-
sharing demand. They found that the number of bike stations, holders, and climate factors had a significant impact on the prediction. 
3

Rixey [56] conducted a regression analysis to determine the most influential features for predicting station-level demand across three 
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Table 1

Collected features describing Bicing stations’ charac-
teristics.

Features Collected by station

Date and hour
Station ID
Station Name
Station address
Station postcode
Station bike type (electrical, mechanical or both)
Station latitude
Station longitude
Station altitude
Station capacity (total number of docks)

U.S. cities. The author found that population density, retail job density, bike lanes, and transit commuters, days of precipitation, and 
proximity to other bike stations have statistically significant correlations with station-level bike-sharing ridership.

Summarizing, the impact of different features (weather, temporal, environmental attributes, transportation infrastructure) has 
been analyzed by several authors. It is difficult to generalize which are the most influential features, as each BSS and city has its own 
characteristics. However, many authors agree that weather features influence BSS demand. Moreover, these studies have focused 
mainly on cities with larger BSS, and no similar study has been performed using data from medium-sized systems such as Barcelona’s 
BSS. We use the insights provided by these studies regarding the features that could determine bike demand, and test other features 
related to specific Barcelona characteristics. We especially focus on the facilities (public transportation means, shops, entertainment, 
cultural, or educational centers, etc.) that are close to the docking stations and the effect they have on Barcelona’s BSS demand.

3. Data preparation

Processing, cleaning, and preparing data were carried out using R, as well as model training and evaluation. A Windows 10 
machine equipped with an Intel Core i5-6200U CPU running at 2.30 GHz and 16GB of RAM was used.

3.1. Data collection

The information available for this type of study differs among public BSSs. Therefore, we concentrate on Barcelona’s BSS, called 
Bicing. All data, except for weather information, was sourced from Open Data BCN [57], an open data service provided by Barcelona 
city government. For model training and evaluation, we focused on data spanning from June 1, 2021, to June 7, 2022. Having a 
period of at least one year is useful to understand how weather, seasons, holidays, and other temporal variables can affect bike 
demand. Besides, information from previous years was not used for the following reasons:

• The company that provided the bike service in Barcelona was gradually changed during 2019, so there is a lack of continuity in 
the information during that year.

• The COVID-19 pandemic and associated travel limitations altered user behavior. During several months in 2020, data was 
unavailable because the system was closed due to lockdown measures.

• Most of the COVID-19 mobility limitations were gradually eased throughout the first half of 2021. Therefore, we consider that 
data from summer 2021 and onwards could be useful to train and evaluate models as it can capture the new Bicing usage patterns.

After analyzing Bicing, the characteristics of Barcelona, and the previous literature in this area [14,10,11,55,15,56], we chose 
several features that we considered to have an effect on the demand forecast and that were publicly available. A description of the 
features considered is presented in the following subsections.

3.1.1. Station-characteristics features

Monthly information about the characteristics of the station is provided in Open Data BCN. Most of the given information is static, 
such as the latitude and longitude. Other data, such as the number of docks, new working stations, or closed stations, also appear in 
the monthly data. The features collected are listed in Table 1.

The timestamp, station ID, and capacity are used to clean the data. To train and evaluate the models, only information about the 
capacity and altitude is used, as we are not interested in forecasting station usage according to its location; our focus is to predict 
usage based on station characteristics.

3.1.2. Station-use features

At the start of each month, bike usage data from the prior month is made available to Open Data BCN. Each month, this data can 
exceed 4 million records, with information collected approximately every 5 minutes. The collected features are detailed in Table 2.

To train and test the forecasting algorithm, only the date and hour, station ID, and total number of available bikes and docks were 
4

used as input features. However, to clean the dataset, the last 5 features (Table 2) were used.
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Table 2

Collected features describing Bicing stations’ usage.

Features Collected by station

Station ID
Number of bikes available (mechanical and electrical)
Available Mechanical bikes
Available Electrical bikes
Number of docks available
Date and hour
Can power electrical bikes (1 or 0)
Is properly installed (1 or 0)
Provide bikes without problems (1 or 0)
Bikes can be returned to the station (1 or 0)
Station status (Closed/In service)

Table 3

Weather features collected.

Features Collected

Atmospheric pressure (unit: mbar)
Humidity (unit: %)
Temperature (unit: Celsius)
Visibility (unit: numerical)
Weather type (text)
Wind (unit: km/h)

3.1.3. Weather features

Weather data was sourced from the website of Time and Date, which provides hourly data for the relevant features used in this 
investigation. The selected features are detailed in Table 3.

More than 80% of the data for the feature ‘Visibility’ is missing, so we did not use this feature.

3.1.4. Spatial features

This information can also be found at the Open Data BCN website [57]. All the features have geolocation information (latitude and 
longitude). The frequency of update of each feature varies; some are updated monthly, weekly, or depending on the needs of surveys 
or censuses. None of the features have historical information available, except for ‘Economic Activities.’ The features collected are 
described as follows:

• Economic Activities: Corresponds to a census from 2019 of ground-floor economic activities in the city of Barcelona.
• Music and drink spaces: This dataset contains a list of all music bars, pubs, cocktails, discotheques, karaokes, nightclubs, ball-

rooms, flamenco tablaos, and any other music and drink venues registered in Barcelona.
• Parks and gardens
• Culture spaces: A list of all libraries, cinemas, bookshops, museums, viewing points, theaters, concert halls, and auditoriums.
• Education facilities: Educational centers located in Barcelona of different types: infants, primary, secondary, professional training, 

special education, adult lifelong learning. For this study, data from infant, primary, and secondary centers have been removed.
• Sports spaces: Information about sports clubs, federations, and sports facilities is included.
• Markets: markets and shopping centers in Barcelona.
• Health facilities: This dataset includes primary care centers, hospitals, private medical centers, pharmacies, ambulance services, 

mental health and drug addiction treatment centers, and clinical analysis laboratories.
• Religious services: Information about different religious service centers.
• Beaches
• Restaurants
• Car Parking
• Taxi stops
• Public transports: Metro, RENFE, FGC, funicular, cable car, tramcar, and other public transport facilities except for buses.
• Bus stops: It contains day, night, and airport bus stops in Barcelona city.

3.2. Data cleaning and processing

3.2.1. Data cleaning

Data cleaning has been performed separately for features related to the stations’ usage (arrivals and departures) and weather 
information. Spatial features were already cleaned. For the first group, data cleaning involved removing those stations that, despite 
appearing in the original dataset, were not being used. Additionally, stations that remained unused throughout the entire one-
5

year period were removed from the dataset, along with those that were malfunctioning or designated as test stations (around 3%). 
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Moreover, erroneous data, including dates outside the analyzed range (June 2021 to June 2022) and negative bike availability figures, 
were removed from the dataset. Missing data were imputed only for those stations with less than 10% of missing information and 
when missing data were not sequential, i.e., when the missing data points were random within the dataset and did not span an entire 
period (day or week). In this case, 9 stations were deleted, which represents less than 1% of the total data. Given that data were 
available every 5 minutes, linear interpolation was used to impute the missing data, as simpler methods usually give good results 
[58,59].

A similar procedure was applied to the weather data, with missing values being imputed through linear interpolation. However, 
the feature ‘variability’ was not used as it had more than 80% of missing data. The ‘weather type’ feature has text information of the 
weather and has variations due to misspellings and punctuation. We grouped these categories into five weather types: snow, heavy 
rain, light rain, cloudy and sunny.

3.2.2. Data processing

Following the data cleaning process, bike usage and weather datasets were merged and grouped into time intervals. The same 
four periods computed in [6] have been considered:

• night: from 01:00 to 06:59
• morning: from 07:00 to 12:59
• afternoon: from 13:00 to 18:59
• evening: from 19:00 to 00:59

As in [6], supplementary information was computed as it was required for model training, such as day of the week (Monday to 
Sunday), season (spring, summer, autumn, winter), month, time interval, holiday (1 if the given day is a holiday in Barcelona and 0 if 
it is a normal day), and total arrivals and departures by station and time interval. Later, the altitude and capacity of each station were 
added. In addition, for each station, their spatial characteristics, i.e., the number of other docking stations, bus stops, restaurants and 
other facilities that are close to the given station in a 200 meters ratio, were calculated using the Haversine formula. Moreover, the 
Usage Ratio was also computed:

Usage Ratio The ratio computed in [60] has been calculated as it facilitates the identification of the more frequently used stations. 
It was derived from the frequency of pickups (departures) and drop-offs (arrivals). Its calculation is shown in equation (1).

𝑢𝑠𝑒𝑖𝑗𝑘 =
∑

𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝑠𝑖𝑗𝑘 +
∑

𝑑𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒𝑠𝑖𝑗𝑘 (1)

Where i = StationID, j = day, k= hour interval

To improve interpretation, we normalized the ratio so that all values fall between 0 and 1, creating a uniform scale, as it is shown 
in equation (2)

𝑈𝑠𝑎𝑔𝑒𝑅𝑎𝑡𝑖𝑜𝑖𝑗𝑘 =
(𝑢𝑠𝑒𝑖𝑗𝑘 −𝑀𝑖𝑛𝑈𝑠𝑒𝑗𝑘)

𝑀𝑎𝑥𝑈𝑠𝑒𝑗𝑘 −𝑀𝑖𝑛𝑈𝑠𝑒𝑗𝑘
(2)

Where i = StationID, j = day, k= hour interval

Finally, the dataset was split into training and testing subsets. The training data comprised the period from June 1, 2021, to May 
31, 2022, while the testing set covered the first week of June 2022, from June 1 to June 7, and was used for model evaluation and 
feature importance analysis. The features employed to train and evaluate the Random Forest model are summarized in Table 4.

4. Data analysis

In this section, we explore the features collected and their correlations. Besides, an analysis of the usage patterns is presented.

4.1. Time-dependent features

The time-dependent features vary over time, but are constant for all the stations in the Bicing system. In this case, all the weather 
features meet this condition. A short summary of the numerical weather features is displayed in Table 5. By analyzing this table, we 
could say that Barcelona has Mediterranean weather with mild conditions throughout the year, which can favor the riding conditions 
for citizens.

4.2. Space-dependent features

The space-dependent features are constant over time but vary by station in the Bicing system according to their geographical 
location. In this case, all the spatial features have these characteristics, plus the altitude and station capacity (total number of docks), 
which describe the station’s own attributes. It is important to highlight that these features could change over the period considered, 
but these changes are small, contrary to the weather features, which varied in each time interval. Table 6 displays the statistical 
summary of these features. As it is shown, each station had on average less than 10 facilities of each type within a 200-meter radius. 
6

However, the economic activities reach an average of 204 for each station and a maximum of 817 for some docking stations.
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Table 4

Description of features for training and evaluating the Random Forest Model.

Category Feature Type

Time

Date DateTime
Day (Mon-Sun) Categorical
Holiday (1 or 0) Categorical
Month (Jan-Dec) Categorical
Season (1-4) Categorical
Time Interval (1-4) Categorical

Weather (t-1)

Humidity Real Value
Pressure Real Value
Temperature Real Value
Weather Type (1-5) Categorical
Wind Real Value

Station characteristics

# arrivals Real Value
# departures Real Value
Station altitude Real Value
Station Capacity Real Value

Spatial features

Economic Activities Real Value
Bus stops Real Value
Music Drink spaces Real Value
Parks Gardens Real Value
Cultural spaces Real Value
Education facilities Real Value
Sport spaces Real Value
Markets Real Value
Health facilities Real Value
Religious services Real Value
Beaches Real Value
Restaurants Real Value
Car parkings Real Value
Taxi Stops Real Value
Public transports Real Value
Bike stations Real Value

Table 5

Summary of the numerical weather features.

Min 1st Qu. Median Mean 3rd Qu. Max

Temperature 2 12 19 18 24 30
Wind 1 3 4 4.78 6 37
Humidity 15 64 73 71.51 80 100
Pressure 997 1014 1017 1017 1021 1035

Table 6

Summary of the features that vary over the space and are constant during the period 
considered.

Min 1st Qu. Median Mean 3rd Qu. Max

Altitude 2 9 25 35.5 53 166
Total docks 12 24 27 27.09 29 54
Beaches 0 0 0 0.19 0 2
Parks & Gardens 0 0 0 0.87 1 7
Markets 0 0 0 0.43 1 7
Religious services 0 0 1 2.1 3 24
Music & Drink spaces 0 0 0 1.84 2 30
Education facilities 0 1 3 3.28 4 29
Health facilities 0 3 5 5.79 8 26
Cultural Spaces 0 3 5 6.75 9 36
Sport spaces 0 2 5 8.65 12 54
Restaurants 0 1 4 7.81 12 57
Economic Activities 0 95.25 127 204.91 292 817
Bus stops 0 4 6 6.39 9 29
Public transports 0 0 0 1.55 3 17
Bike stations 0 0 0 0.7 1 4
Taxi stops 0 0 0 0.836 1 7
Car parkings 0 0 1 1.61 3 8
7
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Fig. 1. Correlation between arrivals, departures, and the other numerical features considered for the feature importance analysis using the Random Forest method. 
The correlation between arrivals and departures is strong and positive (0.76). However, there is no significant correlation with the other features considered. The 
weather-related features are only correlated with the target features (negative for humidity and positive for the others), and they have a value of 0, indicating no 
correlation, with the other features. Finally, features like music and drink, cultural spaces, and restaurants, have strong positive correlations among themselves.

4.3. Correlation analysis

The relationship between the numerical features displayed in Table 4 has been analyzed using the Pearson correlation coefficient. 
Fig. 1 shows the correlation of arrivals and departures with the other numerical features in the first two columns (or rows). The 
correlation between arrivals and departures is equal to 0.75. This strong positive correlation can be explained from the perspective 
of usage behavior. When a station has more (or less) bikes arriving, there will be more (or less) bikes available to be picked up 
by customers. Both arrivals and departures have similar correlation values and do not show any strong correlation with any of the 
features considered. The features Restaurants, car parking, and economic activities are the only ones with a positive correlation 
greater than 0.25 with arrivals and departures, while the station’s altitude has a negative correlation (-0.3). This can be explained 
by the citizens’ preferences for using bikes to go downhill [20]; to avoid sweating and tiredness when going uphill, they might use 
alternative transport methods such as the metro, buses, or moped and scooter sharing services, which have increased in popularity 
recently [61,62].

Another interesting insight that was found is the lack of correlation between the weather-related features (humidity, pressure, 
temperature, and wind) with all the other numerical features, except for the arrivals and departures. As shown in Fig. 1, we see 
8

a value of 0 in the corresponding cells of the correlation matrix. This is caused by the nature of the spatial features, the altitude, 
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Fig. 2. Usage average by day. Departures exceed arrivals by a small margin. The Bicing system is used more frequently during workdays, with usage peaking on Friday. 
On Saturday and Sunday, usage decreases.

and stations’ capacity. These values are static and barely change over the considered period. However, the arrivals, departures, and 
weather features vary over time. Moreover, there are strong correlations between the station characteristics features. For instance, 
the ‘Culture spaces’ and ‘Music and Drink spaces’ features have a correlation of 0.76, which can be interpreted as an increase in 
the number of Music and Drink venues around a bike station when there are Cultural spaces. Similarly, ‘Restaurants’ and ‘Music 
and Drinks’ facilities also have a significant correlation of 0.7. Features like ‘Markets’, ‘Sports’ and ‘Education facilities’, ‘Parks and 
Gardens’, and ‘Taxi stops’ do not have a strong correlation with any other feature. In the case of the feature ‘Beach’, the correlation 
is generally negative, but the values are close to zero. Therefore, we cannot consider this correlation significant.

Finally, we can conclude that even though we do not observe a strong correlation between arrivals, departures, and the other 
numerical features, it is well known that significant correlation does not imply causation. Besides, we have based the selection 
of features on the previous literature [14,10,11,55,15,56] as well as the information available for Barcelona through Open Data 
BCN.

4.4. Usage analysis

Barcelona is a city with an elevation above sea level that varies between 0 m to 516 m in the highest part of the city (Tibidabo). 
However, most of the city, as well as the docking stations of this BSS, are located up to 130 meters above sea level. This altitude 
variation, together with other variables that influence usage, makes some stations more or less dynamic. In fact, stations situated 
around the center of the city exhibit a higher Usage Ratio, as demonstrated in [6].

Fig. 2 contains the average usage by day of the week (Monday to Sunday). Departures are higher than arrivals by a small margin, 
but they remain at similar levels. Moreover, there is a clear pattern of usage: The Bicing system is actively used during weekdays. Its 
arrivals and departures slightly increase as the working days progress, with Friday being the day with the highest usage (arrivals and 
departures). During the weekends, both arrivals and departures decrease. Therefore, we can hypothesize that the Bicing system is 
mainly used for work- and study-related activities. However, to test this hypothesis and gain insights into customer usage preferences, 
a more detailed study using customer surveys will be necessary, similar to the approach taken in Alonso et al.’s research [63]. 
Furthermore, when checking the usage by the time intervals defined in the Data Cleaning section, the first interval (from 1:00 to 
06:59) is the least dynamic, while the third interval (from 13:00 to 18:59) is the most dynamic, as shown in Table 8.

Monthly usage also presents patterns that are similar for arrivals and departures. Even though the weather variation in Barcelona 
is not extreme, we can relate the weather to the usage patterns displayed in Fig. 3. May has the largest number of arrivals and 
departures, but these metrics begin to decrease and reach a lower point in August. We can assume that Bicing usage declines when 
the temperature increases as summer arrives. August in Barcelona is characterized by higher temperatures (around 29 °C) and high 
humidity levels, which make it unpleasant to use a means of transportation that requires physical effort. Also, July and August 
are a holiday period when many people take a break and numerous work and study activities are suspended. During September, 
arrivals and departures increase again, but not to the same levels as in May. Following this peak, usage decreases towards December. 
However, September and October have similar levels of arrivals and departures. During these months, the temperature varies between 
17 and 21 °C, which could promote bike usage. During November, December, and January, temperatures are often below 10 °C. 
Nevertheless, usage during December is the lowest of the year. In addition to the weather, another reason for its low use may be 
the Christmas vacation period in December. The final usage pattern can be seen during February, March, and April. As before, usage 
increases in February and then slowly decreases towards April. The average temperature during these months varies between 10 and 
9

14 °C.
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Fig. 3. Usage average by month. Between May and August, the usage average is higher, and the system is more dynamic. This could be related to temperature. 
Similarly, during the autumn and winter months, usage decreases progressively. From February to April, levels of usage slightly vary.

5. Prediction model and error metrics used

Considering the results provided by Cortez et al. study [6], which showed that Random Forest is the model that generally out-
performs other predictive algorithms for the Barcelona BSS, we chose it to evaluate the influence of the described features on bike 
arrivals and departures’ forecasting.

5.1. Random Forest (RF)

The Random Forest algorithm is a powerful tree learning technique in Machine Learning. It creates an uncorrelated forest of 
decision trees by using bagging and feature randomness. Each of these Decision Trees are constructed using a random subset of 
the dataset to measure a random subset of features in each partition. This randomness introduces variability among individual 
trees, reducing the risk of overfitting and improving overall prediction performance. However, due to the large number of trees, the 
algorithm can be computationally intensive. Additional information is available in [64].

5.2. Root Mean Square Error

Root Mean Square Error (RMSE) quantifies the discrepancy between model predictions and actual observed values. It is calculated 
as the square root of the average of squared errors. In fact, RMSE is sensitive to outliers because each error’s impact is proportional 
to the squared error’s magnitude. Moreover, while a lower Root Mean Square Error (RMSE) is generally preferable, it’s essential to 
consider the context as this metric is sensitive to the data scale used. Therefore, comparing RMSE values in different scales or data 
types would be inappropriate. It can be computed as it is shown in equation (3):

𝑅𝑀𝑆𝐸 =

√√√√ 𝑛∑
𝑖=1

(𝑦𝑖 − 𝑦𝑖)2

𝑛
(3)

Where 𝑦𝑖 are the predicted values, 𝑦𝑖 are the observed values, and 𝑛 is the number of observations.

5.3. Normalized Root Mean Square Error

It is also known as nRMSE. It is an error metric that enables comparisons between models with different scales. Therefore, the 
key distinction between RMSE and nRMSE lies in the absence of units for nRMSE, allowing it to be interpreted as a relative measure. 
To normalize RMSE, various methods can be employed, including using the mean, interquartile range, standard deviation, or the 
difference between maximum and minimum values. In this study, we followed the approach used by [6], which utilizes the mean. 
Equation (4) summarizes its calculation:

𝑛𝑅𝑀𝑆𝐸 = 𝑅𝑀𝑆𝐸

𝑦̄
(4)
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Where 𝑦̄ is the observed values’ mean.
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Table 7

Error metrics for the Random Forest algorithm. 
The forecasting error for arrivals is slightly 
lower than for departures. There is a predic-
tion error for arrivals and departures of around 
4 bikes. The percentage error is around 30%.

Metric Arrivals Departures

RMSE 4.10 4.27
nRMSE 0.34 0.35
RMSLE 0.40 0.43

Fig. 4. Arrivals predicted and real values for the stations with the lowest (a) and highest (b) RMSLE using Random Forest. The left side of the figure shows that arrivals 
are being predicted more accurately. The right side of the figure displays that Random Forest is failing to capture the trend when the usage levels are low.

5.4. Root Mean Square Logarithmic Error

Root Mean Square Logarithmic Error or RMSLE is a commonly used error metric in BSS demand prediction, particularly in Kaggle 
competitions. Its robustness to outliers makes it popular. The formula for RMSLE involves taking the logarithm of the predicted and 
actual values, which effectively reduces the impact of outliers. RMSLE is usually considered as the relative error between predictions 
and real values because of its unitless nature. It is computed as shown in equation (5):

𝑅𝑀𝑆𝐿𝐸 =

√√√√1
𝑛

𝑛∑
𝑖=1

(𝑙𝑜𝑔(𝑦̂𝑖 + 1) − 𝑙𝑜𝑔(𝑦𝑖 + 1))2 (5)

Where 𝑦𝑖 are the predicted values, 𝑦𝑖 are the observed values, and 𝑛 is the number of observations.

6. Results

6.1. Overall results

Table 7 contains the error metrics. The RMSE is 4.10 for arrivals and 4.27 for departures. This means that on average, the difference 
between the real and predicted values is 4 bikes. Moreover, the percentage error nRMSE is 0.34 for arrivals and 0.35 for departures. 
Similarly, the RMSLE for arrivals is equal to 0.40 and for departures is 0.43. As we can see, the error metrics are slightly higher for 
departures forecast than for arrivals.

The predicted, and real arrivals for the stations with the largest and the lowest RMSLE are displayed in Fig. 4. On the left side 
(Fig. 4-(a)) readers can see the station with the lowest RMSLE where the prediction is quite accurate. The estimated values for arrivals 
closely follow the trend, particularly during peak usage periods. On the right (Fig. 4-(b)), data for the docking station exhibiting the 
largest error metrics is shown. We can observe that Random Forest is failing to estimate the values when the usage of the station is 
low, similar to what was found in [6].

6.2. Impact of Usage Ratio

The Usage Ratio (refer to section 3.2) and error metrics were computed for all Bicing docking stations. Their relationship is shown 
in Fig. 5-(a) for arrivals and Fig. 5-(b) for departures, which illustrates a strong linear correlation between these variables. This 
correlation is negative, indicating that as the Usage Ratio decreases, the error metric increases. A similar relationship was also found 
11

in [6].
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Fig. 5. Error metric and Usage Ratio in Barcelona. In Barcelona, the error metric and Usage Ratio exhibit a negative linear relationship, indicating that as one metric 
increases, the other decreases.

Fig. 6. The heatmap shows the information of bike stations on the X-axis, ordered by Usage Ratio. The vertical axis shows the predicted days, subdivided into time 
intervals throughout the day. The error metric variation is depicted in orange tones and shows a clear pattern. The first interval (from 01:00 to 06:59), usually has a 
bigger error. Additionally, the negative relationship between the error metric and Usage Ratio in Barcelona is again clear, as the stations with lower Usage Ratio also 
have a greater error (the orange tones are darker for stations on the left).

6.3. Error temporal distribution

Error metrics were also calculated by station, interval, and date within the test subset, which covers the first week of June 2022. 
Fig. 6 illustrates a heatmap for the arrivals, where the orange color is used to represent the error metric (RMSLE) scale. The docking 
stations have been ordered ascending from left to right using the Usage Ratio. As we can see, the inverse relationship between the 
error metric and the Usage Ratio in Barcelona is again clear: the color tone is darker on the left, where the error is higher, and it 
becomes lighter as we move to the right, where the Usage Ratio increases. Moreover, errors are higher (darker color) for the first 
time interval (from 01:00 to 06:59) of each day. This happens because the prediction error has a strong negative relationship with 
the station’s Usage Ratio. Error metrics increase when the station is less used, including daily early hours when there are few or no 
movements at the stations. A similar pattern was found in [6].

6.4. Feature importance analysis

A key piece to getting accurate predictions when building good machine learning models is the selection of the appropriate 
features. Given that the Random Forest package in R also provides feature importance measures, we have used it to analyze the 
results. The R package provides two measures: %IncMSE and IncNodePurity [65]. We will use the %IncMSE measure as it is the most 
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robust and informative. In this case, we can interpret that the higher the metric is, the more important the feature is. Fig. 7 displays 
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Fig. 7. There are 53 features used to train the Random Forest Model for arrivals and departures. Some specific days, months, or weather seasons have bigger effect in 
the prediction model.

the features in descending order, considering the %IncMSE metric for both arrivals and departures. We can see that the features in 
departures have a slightly larger value for this metric. Nevertheless, to make a proper analysis, it is important to consider that the 
feature importance analysis provided by Random Forest cannot be interpreted as the level or direction (negative or positive) of how 
features are influencing the model. The feature importance only provides information about the relevance of the variables to the 
model.

Initially, 30 features were used to train the models for arrivals and departures (see Table 4), of which 6 features are categorical: 
Season, Month, day, time interval, holiday, and weather type. After dealing with these features using one-hot encoding, the models 
were fed with 53 variables, which are shown in Fig. 7. This way, we can analyze the impact of each category on the model. For 
example, we can see that some specific days, months, or seasons have a greater effect on the model.

A closer look at the 10 most important features, displayed in light-blue in Fig. 7, shows that Sunday and Saturday are the features 
with the largest impact on arrivals and departures using the Random Forest model. Considering that during weekends, the usage 
decreases (Fig. 2), and that in Barcelona, when a station is less dynamic, the prediction error increases, as shown in Fig. 5, we can 
assume that those features, Saturday and Sunday, negatively affect the prediction. However, as mentioned in the previous paragraph, 
the Random Forest feature importance analysis does not provide a “direction” of how features influence the model. The direction of 
the influence can be inferred by analyzing the results in depth.

Holiday and the spring season features are also relevant in the arrivals model and slightly less important in the departures model. 
Summer also contributes to the prediction model, as well as the temperature. In fact, for both arrivals and departures, the seasons and 
months are related to the temperature. For example, May (spring season) has a pleasant temperature that can contribute to bike usage, 
similar to late August (late summer). As explained in the 4, May is the month with the highest number of arrivals and departures 
for all bike stations during the analyzed period. A surprising factor is the pressure feature, which also plays an important role in the 
13

forecasting models. Conversely, the altitude was an expected important feature, and it has a negative correlation with both arrivals 
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Table 8

Error metrics and average usage by hour interval. The error is bigger during the first interval for arrivals and departures, when 
the Usage Ratio is the lowest.

Arrivals Departures

RMSE nRMSE RMSLE Usage Ratio RMSE nRMSE RMSLE Usage ratio

Interval 1 01:00-06:59 3.27 0.95 0.53 4.02 3.47 1.15 0.58 3.69
Interval 2 07:00-12:59 4.46 0.45 0.39 11.20 4.71 0.44 0.39 12.15
Interval 3 13:00-18:59 4.18 0.31 0.32 14.35 4.55 0.32 0.33 14.99
Interval 4 19:00-00:59 4.37 0.35 0.34 12.85 4.22 0.36 0.36 12.06

and departures. According to the results, none of the facilities within a 200-meter radius of each station (spatial features) plays an 
important role or influences the prediction model significantly. This could be related to the constant nature of these variables over 
time. Most of these facilities require time to be built, and even when the databases are updated weekly or monthly, the number of 
facilities barely changes. These results align with the findings of previous studies summarized in [14].

Finally, there are some minor differences between the feature importance analysis for arrivals (Fig. 7-(a)) and departures (Fig. 7-
(b)). These differences could be in the magnitude of the %IncMSE metric or the order of the features. However, as mentioned before, 
the magnitude cannot be interpreted as the level of ‘importance’ of the feature. On the other hand, the different order of the variables 
can be explained by the random nature of the prediction model used (Random Forest), as each tree is built by randomly selecting 
features.

7. Discussion

This paper is a follow-up study of [6], where the objective was to compare different models’ performance for three BSS with 
different characteristics and size during the same period and using the same features. For this reason, the date range was restricted 
to be sure that the required data was available for the three cities selected in [6]. In this new study, we have used a different and 
longer period, from June 2021 to May 2022, to train the models and the first week of June 2022 to evaluate them. We have used a 
one-year period with the objective of capturing the seasonal trends present in the data that were not possible to study with a shorter 
period. Moreover, it also allows the evaluation of features that are relevant only when at least one year’s data is considered, such as 
holidays, seasons, and months. During data cleaning, we removed some incorrect data and imputed missing values, which represents 
around 1% of the total dataset. Their removal caused any bias.

Given that the date range differs in [6] and this study, we cannot directly compare the results obtained in both investigations, 
as the dataset used is different. Even though the error metrics are not comparable, we can identify some similarities. For example, 
the correlation between the Usage Ratio and the error is linear and negative, even when the data period used is different. This is 
the same relationship found in [6] for Barcelona. Additionally, the temporal distribution of the error found in [6] matches with the 
pattern shown in Fig. 6. It means the error is more significant during the first interval of each day in the test set. Table 8 displays 
the error metrics by time interval as an average for all stations. We can see that RMSLE is larger for the first time interval when the 
Usage Ratio is the lowest. This occurs due to the low number of arrivals and departures between 01:00 and 06:59 AM.

As was mentioned in the previous paragraph, when the Usage Ratio increases, the prediction becomes more accurate. For instance, 
if a station experiences low usage behavior with one bike arriving during the first time interval, a prediction of two arrivals represents 
an error of 100%. However, if during any other time interval the same station has 5 arrivals and the prediction is 6, even though the 
RMSE error will be the same (1 bike), the percentage error will be only 20%. This example also helps to underscore the importance 
of selecting the appropriate error metric to interpret the results. In fact, when analyzing the RMSE metric in Table 8, during the 
first interval, this metric is lower than in other intervals. However, as mentioned before, an error of 3 bikes during this interval can 
represent an error of almost 100%, while for other intervals, an error of 4 bikes might represent a deviation of around 30%.

The usage analysis by day and month also revealed interesting patterns. For instance, during weekends, the usage decreases (see 
Fig. 2). Furthermore, months with less favorable weather conditions, such as winter or early spring, also have lower usage (see 
Fig. 3). From May to August, the usage is high compared to other months, which could be attributed to the pleasant spring and 
summer weather in Barcelona. Feature importance analysis indicates that the months of May and August play a significant role in 
the prediction model, similar to the weekend days: Saturday and Sunday. However, the feature importance metrics provided by the 
Random Forest model do not indicate the magnitude and direction (decrease or increase) of the influence of these factors. Given the 
linear and negative relationship between the error and the Usage Ratio, we can formulate two hypotheses:

• The categorical features that indicate the weekend days (Saturday and Sunday), where the Usage Ratio is lower, negatively 
influence the prediction accuracy, and the error metrics will likely increase.

• The categorical features of the months May, August, and the seasons of spring and summer, where the Usage Ratio increases, 
positively influence the prediction accuracy, and the error metrics will likely decrease.

Nevertheless, these hypotheses need to be tested with more data.
The temperature and air pressure were among the most important features, as well as other features related to weather such as 
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summer, spring, and the months of May and August. Previous studies [10,11,15] also found that weather-related features play a 
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significant role in explaining bike demand; however, it depends on each city under analysis. For example, for some BSS, winter and 
rainy days are more influential, but this is not the case in Barcelona, where most days during the period under analysis were sunny, and 
the weather is generally pleasant. Additionally, a surprising finding is that none of the spatial features considered (facilities within a 
radius of 200 meters for each station) were among the most important features for both arrivals and departures. In fact, these features 
are among the least important. This result can be related to the fact that spatial features are static, while the others change over time. 
Unfortunately, not enough historical information is available to include possible variations of these features in the dataset; even if 
enough historical information were available, the results would likely be similar, as most of these facilities take time to be built, 
so their numbers will remain stable over time. Similar to our results, Scoot and Ciuro [10] found that the built environment within 
a 200-meter radius was not significant for bike demand prediction. However, Rixey study [56] found that features like population 
density, retail job density, bike lanes, and proximity to other bike stations have a significant correlation with bike-sharing ridership. 
Unfortunately, data on job or population density and bike lanes were not available for Barcelona, so we could not test these features. 
The feature that represents the number of bike stations within a 200-meter radius was not significant for Barcelona’s BSS. This 
highlights once again the variation in each BSS and the challenges in generalizing the features that influence bike demand across all 
BSS, as it depends on the characteristics of each system.

For arrivals and departures, the analysis of the first 10 most important features shows that they are the same in both scenarios. 
However, the ranking of the features in terms of importance is different. This may be attributed to the Random Forest algorithm’s 
method, which involves selecting a random subset of features for each decision tree.

The results of feature importance given by Random Forest have certain limitations. The most relevant is that the calculation 
is performed using an impurity-based method, which evaluates how much a feature contributes to reducing impurity in each tree. 
Therefore, the importance assigned to features with high cardinality can be inflated and may not accurately reflect their real impact, 
since this method tends to favor features with many unique values. Considering this, it will be important to contrast the results against 
other feature importance techniques like Shapley values or LIME (Local Interpretable Model-Agnostic Explanations). Different studies 
show some similarities but also differences among the feature importance results of different techniques [58]. We aim to perform a 
comparison of these techniques in future research.

Finally, K-fold cross-validation is a recommended method used for evaluating the robustness of the model. However, the time 
series data used in this dissertation does not allow its direct application because each observation in the time series dataset is not 
independent; they are strongly correlated with their previous and future observations. Moreover, cross-validation methods are not 
suitable for directly assessing feature importance. The main reason is that, due to the random splitting of the data, cross-validation 
may not include all the relevant information needed to assess the importance of a feature. This can lead to assigning similar weights to 
different features, even if one of them is more important than the others, resulting in an inaccurate assessment of feature importance. 
[66].

8. Conclusions

Considering that the factors influencing bike demand can vary across different BSS, we focused on the Barcelona BSS known as 
Bicing for a more detailed analysis. This study is a follow-up of [6], where the Random Forest model had the best performance for 
Barcelona data. Therefore, a Random Forest model was trained using data from June 2021 to May 2022 and tested using the first 
week of June 2022. During the selected period, all restrictions resulting from the COVID-19 pandemic were lifted, allowing us to 
assume that Bicing had a “new-normal” behavior. We used a one-year period (from June 2021 to June 2022) to study the features 
that define the characteristics of all the stations in the Barcelona BSS. This facilitated understanding the effects of weather, seasons, 
holidays, and other temporal variables on bike demand. In addition to these features, we also included the stations’ altitude and 
capacity, as well as other spatial features used to describe the facilities close to each docking station. These features are described in 
Table 4.

After the models for arrivals and departures were trained and tested, we found an RMSE of around 4 bikes and the percentage 
error (nRMSE) of around 30% for both scenarios. We also investigated the association between Usage Ratio and the error metric, 
discovering a distinct linear negative correlation: as the Usage Ratio increases, the error metric decreases. The analysis of error metrics 
by hour intervals also shows a larger error during the first time interval (from 01:00 to 06:59) when the usage dynamic is the lowest. 
These results are similar to the ones found in Cortez et al. study [6].

Feature importance was provided directly by Random Forest. Weekend days are the most important features, as well as two 
months: May and August, which are related to the spring and summer seasons that are also part of the 10 most important features. 
Temperature, pressure, altitude, and holidays also have a significant influence. For both arrivals and departures, the 10 most important 
features are similar but ranked differently. This could be explained by the random selection of features in each tree of the Random 
Forest. Moreover, the coefficient of %IncMSE cannot be interpreted as the contribution of the feature to the model. This value only 
shows the influence that features have, but not the magnitude nor the direction (increase, decrease). A surprising factor is that 
none of the spatial features considered in this analysis are among the most important features. In fact, music, and drink spaces, 
beaches, and bike stations within a 200-meter radius are among the least important features for arrivals and departures. These 
results are in line with the studies performed by different authors and summarized in [14]. The outcomes of this study can help 
as a reference to improve Bicing demand, establish policies to improve the Bicing service, optimize it, and promote its use among 
15

Barcelona residents.
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8.1. Limitations and future research

As mentioned in the discussion section, there are some limitations to this study. The first one is related to the data availability. 
Unfortunately, we were unable to test certain desirable features, such as job and population density, due to their unavailability. 
Moreover, due to COVID-19 mobility restrictions, changes in the Bicing operator, and data availability on the Open Data platform, 
the period under analysis is restricted to one year. However, a one-year period is enough to understand the seasonal patterns present 
in the data. The analysis of COVID-19’s impact on Bicing mobility can be found in [67].

Another limitation of this study is the restricted insight provided by the feature importance results from the Random Forest model, 
as previously discussed. However, these initial findings serve as a valuable foundation for a more in-depth analysis. As future work, 
exploring other feature importance techniques, such as Shapley values or LIME (Local Interpretable Model-Agnostic Explanations), 
can be helpful to evaluate the obtained results.

We have also considered analyzing and improving model predictions for stations with a high Usage Ratio, as these stations can 
be particularly busy or empty during peak hours, which has a significant impact on system optimization and customer satisfaction. 
Another research direction we are exploring is predicting station status (empty, normal, or full) instead of the number of arrivals 
and departures. This can help us test other forecasting algorithms and analyze their performance, as well as the differences between 
classification and regression models in BSS. Finally, we are also interested in studying events that can affect bike usage, such as 
football matches, concerts, and other situations that temporarily increase or decrease bike usage. Capturing the information about 
these events can assist in improving prediction algorithms.
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