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A new approach to study the Zeno 
effect for a macroscopic quantum 
system under frequent interactions 
with a harmonic environment
Fatemeh Ghasemi1 & Afshin Shafiee1,2

Quantum Zeno and anti-Zeno behaviors of a two-level macroscopic quantum system in interaction with 
a harmonic environment are studied using the perturbation theory. The system-environment 
interactions are applied in a successive and step-by-step way. A new expression for the probability of 
surviving the macrosystem in its initial state, after the Nth interaction step, is derived through a 
different method of calculation. It is shown that multiple transitions between Zeno and anti-Zeno 
behaviors can be found in our approach. We have shown that in addition to the environmental 
parameters like the Ohmicity, the macroscopic trait of the system also has a notable effect on the decay 
rate Γ(τ). Moreover, we have investigated how the decay rate Γ(τ) varies as the parameter of the 
macroscopicity of the system h  changes continuously in a given domain.

The quantum Zeno effect (QZE) is stated to be a phenomenon in which the time evolution of a given quantum 
state slows down due to the frequent measurements of the system1–14. This phenomenon seems to be opposed 
to the well-known measurement problem. Misra and Sudarshan were the first researchers who found this par-
adoxical behavior through their theoretical investigations in 19771. On the other hand, the frequent measure-
ments may have a reverse effect and accelerate the evolution under somewhat different conditions. This opposite 
effect is called the quantum anti-Zeno effect (QAZE) and occurs when the frequent measurements are not rapid 
enough3,15–20.

The QZE and QAZE are considered to be interesting general features of quantum mechanics. Up to now, 
both QZE and QAZE have attracted attention from both theoretical and experimental point of views. Since the 
discovery, the QZE and QAZE, have been studied in many different physical contexts such as radiative decay21, 
dynamical control of tunneling18,22, Bose-Einstein condensates23, protecting quantum information10, quantum 
transport in disordered systems19, and thermodynamical control and state-purification of quantum systems24.

Fundamentally, these effects are important at least from two perspectives: they could be critical to study the 
dynamics of open quantum systems25–28 and are also expected to shed light on the well-known measurement 
problem which is still an open problem29–32. Presilla and co-workers in 1996, through a generic work, put together 
all the five developed approaches to the measurement problem and showed that they are mathematically equiv-
alent and lie in two selective and nonselective measurement classifications. Alternatively, through an example of 
QZE, they could introduce the measurement couplings as phenomenological parameters inferred in comparison 
with experimental data33.

These effects were under-study in the framework of microscopic systems, till Barone and co-workers suc-
ceeded to control the Zeno and anti-Zeno behavior of a macroscopic quantum system in 200418. In 2010, Paolo 
Facchi and co-workers studied the classical limit of the QZE in a simple formalism, namely the position meas-
urements applied to a free particle. By a semiclassical analysis they concluded that the QZE is a purely quan-
tum phenomenon without classical analog34. Though for a long time, the investigations of QZE and QAZE had 
mainly focused on the population decay of a quantum system coupled to an environment3,16,20,35–37, Chaudhry and 
co-worker switched to also examine the effect of dephasing in their investigation in 201438,39.

In this article, we return to Barone’s view and study what happens to a macroscopic quantum system under 
the successive and step-by-step interactions with a harmonic environment. In section II, we introduce a new 
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approach to investigate Zeno and anti-Zeno behaviors throughout a distinct calculation method. We suppose 
that the system-environment interaction is weak enough so that the perturbation theory applies. In section III, 
we derive an expression for the probability of finding the macrosystem in the initial state, after the Nth interaction 
step. In section IV we show how the macroscopic trait of the system affects the behavior of the decay rate Γ(τ). 
Finally, in section V, we briefly conclude our obtained results.

Calculations
We discuss the consecutive impacts that a harmonic oscillating environment has on a two-level macroscopic sys-
tem, to study the Zeno dynamics of the system. We start by representing the system-environment Hamiltonian as

= + +ε εH H H H (1)s s
ˆ ˆ ˆ ˆ

where Hs and Hε are the system and the environment Hamiltonians, respectively. Hsε is the system-environment 
interaction Hamiltonian which in our formalism40,41 has the form

∑ ∑ω ω= − + +ε
α

α α α α
α

α α
ˆ ˆ ˆ ˆ ˆ

†

H h f q b b f q
2

( )( ) 1
2

{ ( )}
(2)s

3/2 2 2

where q represents the position variable of system, ωα is the frequency of the harmonic oscillator of the environment, ˆ
†
αb  

and b̂a are the creation and annihilation operators for the oscillators and ˆf q( )a  describes how the particle q couples to 
the αth environment mode. Here, we use a linearly coupled harmonic environment model, named’separable model’ in 
which ˆ ˆγ=f q f q( ) ( )a a , where ˆf q( ) is an arbitrary function of q and γα is a positive constant. In Eq. (2) all variables are 
dimensionless, note that h is also the dimensionless Planck constant which will be introduced in details in section IV.

Suppose that the initial state of the two-level macrosystem is (0) ( 0 1 )1
2

ψ| 〉 = | 〉 + | 〉  and that of the environ-
ment is |vac〉. Accordingly, the initial state of the entire system is

ψ ψ|Ψ 〉〉 = | 〉〉 = | 〉| 〉 = | 〉 + | 〉 | 〉(0) , vac vac 1
2

( 0 1 ) vac
(3)

We suppose that the macrosystem-environment interactions are time-discrete and happen step by step, known 
as repeated measurements. Moreover, the time steps are separated by a constant interval of τ and the impact 
width of the interaction δ is also narrow enough, i.e.

t j , (4)j j sτ δ δ τ= = 

where j specifies the number of steps, δ is the half-width of the interaction peak according to Fig. (1), and τs is 
the characteristic timescale associated with the intrinsic time evolution of a macrosystem in absence of the envi-
ronment. For a two-level macrosystem with the basis states {|0〉, |1〉} we have τs = Δs

−1, where Δs depends on the 
energy difference between the states.

Now let us track the evolution of the entire system step by step. According to the Fig. 1, since H Hs=ˆ ˆ  in the 
time interval 0 < t < τ − δ, the evolution of the entire system follows from ˆ|Ψ 〉〉 = |Ψ 〉〉t U t( ) ( ) (0) , where U t( )ˆ  is the 
unitary time evolution operator. The system state at time τ − δ is then

ˆ
τ δ ψ|Ψ − 〉〉 = | 〉| 〉 = | 〉| 〉 + | 〉| 〉τ δ τ τ− − − −e e e( ) (0) vac 1

2
0 vac 1

2
1 vac

(5)
H h E h E hi( ) / i / i /s 0 1

where the coefficients e−iδE
0

/h and e−iδE
1

/h are approximated by 1, according to the condition stated in Eq. (4).
Regarding once again the Fig. 1, we see that in the time interval τ − δ < t < τ + δ the macrosystem-environment 

interaction holds, as described by Eq. 2. In order to investigate the time evolution of the entire system with the 
initial state |Ψ(τ − δ)〉〉, we apply the time evolution operator in the interaction picture U e( )I

iH t h/sˆ ˆ
τ δ+ = − ε , so 

that we may write

ˆτ δ τ δ τ δ|Ψ + 〉〉 = + |Ψ − 〉〉U( ) ( ) ( ) (6)I

0 t1 t2 t3 tN T
t

2δ1 2δNτ

Figure 1.  Discrete interactions between the macrosystem and the environment.
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Using the completeness relation n n 1∑| 〉〈 | = , where {|n〉|n = 0, 1} are the basis states of the Hilbert space of 
the system ss , we rewrite the Eq. (6) as

n n U n( ) ( ) ( ) ( )
(7)n

I
n

n∑ ∑τ δ τ δ τ δ χ τ δ|Ψ + 〉〉 = | 〉〈 | + |Ψ − 〉〉 = | 〉 +ˆ


where the states χ τ δ+


( )n  are time-dependent coefficients belonging to the Hilbert space of the environment 
ε, with the following definition



ˆχ τ δ τ δ τ δ+ = 〈 | + |Ψ − 〉〉n U( ) ( ) ( ) (8)n I

In order to calculate the coefficients ( )nχ τ δ+


, we resort to the perturbation theory, which can be used when 
the system-environment interaction is weak. Accordingly, we can expand the time-evolution operator, regarding 
the interaction Hamiltonian ∼εHs  up to the second order to find

� �

�

ˆ ˆ

ˆ ˆ

∫

∫ ∫
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−
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U t i
h

t H t

h
t t H t H t

( ) 1 d ( )

1 d d ( ) ( )
(9)

I
t

s

t t
s s

0
1 1

2 0
2

0
1 2 1

2

where the second and third terms of the right-hand side in Eq. (9) are the first and second order correlations, 
respectively. Let us now go back to the assumption |Ψ(0)〉 = |ψ〉|vac〉 and evaluate the expressions ∼εH t( ) vacs 1  and 
H t H t( ) ( ) vacs s2 1
∼ ∼

ε ε  to specify the coefficients 


( )nχ τ δ+ . Doing so, we arrive at

 ∑τ δ τ δ τ δ α+ | 〉 + | 〉 + + | 〉
α

αU u u( ) vac ( ) vac ( )
(10)I vac

ˆ ˆ ˆ

The detailed forms of the operators ûvac and ûa are given in Appendix A. Finally using Eq. (10) one can evalu-
ate the coefficients χ τ δ+


( )n  in Eq. (8) as

∑χ τ δ τ δ ψ α τ δ ψ+ = | 〉〈 | + | 〉 + | 〉〈 | + | 〉
α

αn u n u( ) vac ( ) ( )
(11)n vac

ˆ ˆ

Recall that for the two-level system, n takes the values 0 or 1. So the coefficients ( )0χ τ δ+


 and 


χ τ δ+( )1  
using Eq. (11) take the following forms, respectively

ˆ ˆ∑χ τ δ τ δ τ δ α+ = 〈 | + | 〉| 〉 − 〈 | + | 〉| 〉τ τ

α
α

− −e u e u( ) 1
2

0 ( ) 0 vac 1
2

0 ( ) 1
(12a)

E h E h
0

i /
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i /0 1


ˆ ˆe u e u( ) 1
2

1 ( ) 0 1
2

1 ( ) 1 vac
(12b)

E h E h
1

i / i /
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0 1∑χ τ δ τ δ α τ δ+ = 〈 | + | 〉| 〉 − 〈 | + | 〉| 〉τ

α
α

τ− −


Finally, at the end of this step, putting the last two Eqs (12a) and (12b) together in Eq. (7), the entire system 
state at time (τ + δ) can be written as

∑

∑

τ δ τ δ

τ δ α

τ δ α

τ δ

|Ψ + 〉〉 = 〈 | + | 〉| 〉| 〉

− 〈 | + | 〉| 〉| 〉
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τ

τ

α
α
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α
α
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−

ˆ

ˆ

ˆ

ˆ

e u

e u

e u

e u

( ) 1
2

0 ( ) 0 0 vac

1
2

0 ( ) 1 0

1
2

1 ( ) 0 1

1
2

1 ( ) 1 1 vac
(13)

E h

E h

E h

E h

i /
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i /

i /

i /
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1

0

1

Now during the third step, i.e., within the time interval τ + δ < t < 2τ − δ, we quiet the interaction Hamiltonian 
as shown in Fig. 1. Once again just like the first step, the effective Hamiltonian is the operator Ĥs. Hence, we find 
that |Ψ(2τ − δ)〉〉 is

∑

∑

τ δ τ δ

τ δ

τ δ α

τ δ α

τ δ

|Ψ − 〉〉 = |Ψ + 〉〉
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During the next step in the time interval 2τ − δ < t < 2τ δ, we settle the system-environment interaction once 
again as shown in Fig. 1. To calculate the state |Ψ(2τ + δ)〉〉, we first identify the essential expressions for 

(2 )0χ τ δ+∼  and χ τ δ+∼(2 )0  using the Eq. (8) as

U

e e u U

e e u U

e e u U

e e u U

(2 ) 0 (2 ) (2 )
1
2

0 ( ) 0 0 0 vac

1
2

0 ( ) 1 0 0

1
2
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1
2

1 ( ) 1 0 1 vac
(15)
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E h E h
I

E h E h
I

E h E h
I
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0 0
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ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ
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∑
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τ τ
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α
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α
α
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− −

ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

here, to evaluate the states χ τ δ+∼(2 )0  and χ τ δ+∼(2 )1 , we face with the expressions UI
ˆ (2τ + δ)|vac〉 and UI

ˆ
(2τ + δ)|α〉. We determine the former using Eq. (10). For the latter, we seek the result of applying the operator ÛI
(2τ + δ) to the environmental states |α〉. Using Eq. (9), one gets

∑τ δ α τ δ τ δ α+ | 〉 ′ + | 〉 + ′ + | 〉
α

αU u u(2 ) (2 ) vac (2 )
(17)I vac

ˆ ˆ ˆ


where the forms of the operators ˆ′u vac and ′u aˆ  are given in Appendix A. According to the Eqs (7), (15), (16) and 
(17), now we can calculate the system state at time (2τ + δ) as

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

ˆ ˆ

∑

∑

∑

τ δ τ δ τ δ

τ δ τ δ α

τ δ τ δ

τ δ τ δ

τ δ τ δ α

τ δ τ δ

τ δ τ δ α

τ δ τ δ

|Ψ + 〉〉 = + 〈 | + | 〉〈 | + | 〉| 〉| 〉

− 〈 | + | 〉〈 | ′ + | 〉| 〉| 〉

+ 〈 | + | 〉〈 | ′ + | 〉| 〉| 〉

− 〈 | + | 〉〈 | + | 〉| 〉| 〉

+ 〈 | + | 〉〈 | + | 〉| 〉| 〉

− 〈 | + | 〉〈 | ′ + | 〉| 〉| 〉

+ 〈 | + | 〉〈 | ′ + | 〉| 〉| 〉

− 〈 | + | 〉〈 | + | 〉| 〉| 〉

τ τ

τ τ

α
α α

τ τ
α

τ τ
α

τ τ

α
α

τ τ
α

τ τ

α
α α

τ τ

− −

− −

− −

− −

− −

− −

− −

− −

e e u u

e e u u

e e u u

e e u u

e e u u

e e u u

e e u u

e e u u

(2 ) 1
2

0 ( ) 0 0 ( ) 0 0 vac

1
2

0 ( ) 1 0 (2 ) 0 0

1
2

1 ( ) 0 0 (2 ) 1 0 vac

1
2

1 ( ) 1 0 (2 ) 1 0 vac

1
2

0 ( ) 0 1 (2 ) 0 1

1
2

0 ( ) 1 1 (2 ) 0 1 vac

1
2

1 ( ) 0 1 (2 ) 1 1

1
2

1 ( ) 1 1 ( ) 1 1 vac
(18)

E h E h

E h E h

E h E h

E h E h

E h E h

E h E h

E h E h

E h E h

i / i /
vac vac

i / i /

i / i /
vac

i / i /
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i / i /
vac

i / i /
vac

i / i /

i / i /
vac vac

0 0

0 1

0 1

1 1

0 0

0 1

0 1

1 1

The Nth Interaction Step
After the implementation of successive steps, now let us investigate if the macrosystem could show the Zeno 
behavior. Actually after each interaction step, we can examine the probability of getting the same result as the 
initial state. However, the ultimate purpose is to derive a relation, which confirms that the macrosystem is in the 
initial state after all N interaction steps, i.e., after the time t = Nτ. Here, we first derive the relations for the prob-
ability of finding the macrosystem in the initial state at times τ + δ, 2τ + δ, 3τ + δ and 4τ + δ. For instance, the 
probability amplitude at time 2τ + δ (we have chosen t = 2τ + δ due to the convenient length of the corresponding 
expression) is given by
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τ δ τ δ τ δ

τ δ τ δ

τ δ τ δ

τ δ τ δ

τ δ τ δ

〈〈Ψ |Ψ + 〉〉 = + 〈 | + | 〉〈 | + | 〉

− 〈 | + | 〉〈 | + | 〉

+ 〈 | + | 〉〈 | ′ + | 〉
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− 〈 | + | 〉〈 | + | 〉

τ τ
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α
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τ τ
α
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e e u u
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1
2
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E h E h
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i / i /
vac vac

i / i /
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i / i /
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0 0
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Note that the Eqs (10) and (17) reduce the problem of finding the probabilities to only the calculation of the 
matrix elements of the operators uvacˆ , ûa, u vacˆ′  and ′u aˆ . In this sense, some parity considerations are useful to real-
ize which matrix elements are zero:

ˆ ˆ
‐

〈 | | 〉 〈 | ′ | 〉 = −
−α {m u n m u n zero m n

non zero m n
, : is odd

: is even (20a)vac

{m u n m u n zero m n
non zero m n

, : is even
: is odd (20b)vacˆ ˆ

‐
〈 | ′ | 〉 〈 | | 〉 = −

−α

Accordingly, we obtain all nonvanishing matrix elements of the operators û t( )vac , ˆ′u t( )vac , û t( )a  and u t( )aˆ′  as

u t
h

t E f F t0 ( ) 0 exp i { ( )}
(21a)vac 0 10

2� �ˆ δ〈 | | 〉





− − | |





+

� � δ〈 | | 〉





− − | |





−u t

h
t E f F t1 ( ) 1 exp i { ( )}

(21b)vac 1 01
2ˆ

u t u t
u t

h
f t e

0 ( ) 1 0 ( ) 1
1 ( ) 0
2 i

2

1 sin( ) /2

(21c)
t

vac

01
i( ) /2

�

�
π γ

π
ω
ω

〈 | ′ | 〉 〈 | | 〉
= 〈 | | 〉

=








+ Δ
+ Δ

α

α

α
ω+Δ

ˆ ˆ
ˆ ⁎

where ∫π ω ω= − ω

ω±
− ∞ ± Δ

± Δ
F t d J( ) ( ) t( 1)

0
sin( )

( )2 . Here the symbol   denotes that the integral preceded by it is a 
principal-value integral, 



: E E
h

1 0Δ = −  is called the tunnel splitting of the ground-state energy and J(ω), namely the 
spectral function in the literature38–40, has the form ω γ ω ω= πJ D( ) : { ( )} ( )

2
2 . The function D(ω) presents the fre-

quency distribution of the environmental oscillators and J(ω) expresses the corresponding distribution weighted 
by the function { ( )}2γ ω  which describes the interaction strength. In our regime, D(ω) is defined as 

{ }D( ) :
t

t1
2

sin( / 2)
/ 2

2
ω =

π
ω

ω
. Substituting all of the nonvanishing matrix elements into Eq. (19), we obtain the proba-

bility of finding the macrosystem in its initial state at time 2τ + δ, as

E E h

E E h

(0) (2 ) 1
2

(1 ) 1
2

(1 )cos( ) /

1
2

(1 )(1 cos( ) / )
(22)

2
1 0

1 0

τ δ τ τ τ

τ τ

|〈〈Ψ |Ψ + 〉〉| = − Γ + − Γ −

= − Γ + −

where E0 and E1 denote the energy of the levels |0〉 and |1〉, respectively, and Γ reflects the dissipation effect. That 
is,

~
h

f J
h

f d J D t s2 ( ) 2 ( ) ( ; )
(23)01

2
01

2

0∫ ω ω ωΓ = | | Δ | | − Δ
∞

 

J(Δ) is a specified value of the spectral function. Here, it is worth pointing that Γ is the same quantity as called 
the effective decay rate in some previous studies38,39.

Furthermore, one can calculate the probability of finding the macrosystem in the initial state for other inter-
action steps, including the times τ + δ, 3τ + δ and 4τ + δ:

E E h(0) ( ) 1
2

1 1
2

(1 cos( ) / )
(24a)

2
1 0τ δ τ τ|〈〈Ψ |Ψ + 〉〉| =



 − Γ



 + −
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τ δ τ τ|〈〈Ψ |Ψ + 〉〉| =


 − Γ



 + −E E h(0) (3 ) 1

2
1 3

2
(1 cos3( ) / )

(24b)
2

1 0

E E h(0) (4 ) 1
2

(1 2 )(1 cos4( ) / ) (24c)
2

1 0τ δ τ τ|〈〈Ψ |Ψ + 〉〉| = − Γ + −

here, we avoid to mention the details of evaluating the expression 〈Ψ(0)|Ψ(4τ + δ)〉 due to the very long calcula-
tions, but you can see it in detail in Appendix B. As a result, a prediction for the Nth interaction step arises from 
comparing the results for the survival probability at different times, i.e., the Eqs (22), (24a) and (24b). Thus we 
arrive at

τ δ τ|〈〈Ψ |Ψ + 〉〉| = + −τ− ΓN e N E E h(0) ( ) 1
2

(1 cos ( ) / ) (25)
N2 2 1 0

We define the total evolution time as T:= Nτ and rewrite the Eq. (25) as

P T T e E E T h( ) (0) ( ) 1
2

(1 cos( ) / ) (26)tot
T2 1

2 1 0= |〈〈Ψ |Ψ 〉〉| = + −− Γ

Defining :Q
1τ =
Δ

 and expanding the exponential and cosine functions up to second order, we arrive at



τ
− Γ −











P T T T( ) 1 1

2
1
4 (27)

tot
Q

2

where higher order terms are neglected. Recall that Δ is the tunneling amplitude, so τQ is the corresponding char-
acteristic time called the quantum tunneling time. Note that Ptot(T) is the probability of finding the total system 
including the macrosystem-environment couple in the initial state. However, the quantity of interest, usually, is 
not Ptot(T) but is the probability of remaining the macrosystem in its initial state, which we denote as PS(T):

∑ψ ψ α= |〈〈 |Ψ 〉〉| + |〈〈 |Ψ 〉〉|
α

P T T T( ) , vac ( ) , ( )
(28)S

2 2

Now, it is obvious that

P T P T1 ( ) ( ) (29)S tot≥ ≥

Combining the above inequality with Eq. (27), we finally arrive at the following inequality

P T T T0 1 ( ) 1
2

1
4 (30)

S
Q

2

τ
≤ − ≤ Γ +












Equation (30) indicates that as τ → 0, the term on right-hand side vanishes, which implies that PS(T) → 1. Thus 
the evolution of the macrosystem becomes frozen in this limit, so it may be interpreted as QZE. If the macrosys-
tem interacts with the environment frequently enough and the interaction time intervals are also small enough, 
Eq. (30) ensures that the macrosystem remains in the initial state as before.

The Effect of Quasi-Classical Situation on Zeno Behavior
In this section, we first introduce the dimensionless parameter h which quantifies the extent to which a system is 
expected to behave as a macroscopic one. Thence, we investigate the behavior of the decay function Γ(τ) as the 
system adopts different degrees of macroscopicity. We follow the approach which introduced by Takagi in 199740.

Without loss of generality one can suppose that for a macroscopic two-level system, the potential has the char-
acteristic length R0 with the unit of length and the characteristic energy U0 with the unit of energy. Moreover, the 
corresponding characteristic time τ0 may be introduced as the time required for a particle of mass M to pass the 
distance R0 at a constant speed with the kinetic energy of the order of U0. So, we have

R
U M

:
( / ) (31)

0
0

0
1/2τ =

It is possible to determine τ0 by the height and the width of the energy barrier, so it is usually called the tunne-
ling time. Here, we consider τ0 as the unit of time. Now, we introduce the parameter h, which instead of Planck’s 
constant appears in a particular dimensionless form of the Schrödinger equation resulting from our choice of 
units:

τ
= = =














  h
U P R

MR
U

: /

(32)0 0 0 0

2
0

2

0

1/2

where P0 is the unit of momentum defined as P0:= (MU0)1/2. The magnitude of h is related to U0τ0(= P0R0) and 
determines how much a system behaves as a macroscopic quantum-mechanical one. In this sense, the condition 
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in which ��h 1 is called the quasi-classical situation. One with a purely quantum-mechanical approach prefers to 
work with h 1= , but one with a classical approach tracks h to indicate where the quantum mechanical behavior 

Figure 2.  Variation of the decay rate for a given macroscopic quantum system, (a) plot of Γ(τ) as a function of τ 
and h with Δ = 1, η = 0.001, ωc = 10 for an Ohmic environment (s = 1), (b) Same as (a) but now we have a sub-
Ohmic environment with s = 0.8, (c) Same as (a) but now we have a super-Ohmic situation with s = 2.

Figure 3.  Variation of the decay rate for a given macroscopic quantum system with = .h 0 01. We choose the 
parameters Δ = 1, η = 0.001, ωc = 10. The Ohmicity of the environment is s = 1, s = 0.8 and s = 2 for the blue, 
orange and green curves, respectively.
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starts to appear. If h is too small, it is impossible to detect quantum effects. For a given macroscopic system we 
consider its typical value is in the range . ≤ ≤ .h0 01 0 1 .

Now let us examine how the change in the macroscopicity affects the decay function Γ(t), thus consequently 
modifies the Zeno and anti-Zeno behaviors. To do this, we employ an explicit expression for J  as 

ω ηω ω ω= −ω
ω

−( )J( ) exp( / )
s

c

1

c
, where s characterizes the Ohmicity of the environment, ωc is the cutoff frequency, 

and η is a positive constant which we consider to quantify the macrosystem-environment interaction. 
Environments are classified based on the value of s as the following40

< < ‐s0 1 : sub Ohmic environment,

=s 1 : Ohmic environment,

s 1 : super Ohmic environment> .‐

The function Γ(τ) can be represented as 


∫τ η ω ω ωΓ = | | −
π

ω
ω

ω ω
ω

∞ −( ) { }f d( ) exp( / )
h

s

t c
t1

01
2

0

1
sin( / 2)

/ 2

2

c
 by substi-

tuting the the functions J(ω) and D(ω) into Eq. 23. In Fig. 2a to c, we have illustrated the variation of Γ(τ) as the 
function of the interaction interval τ and the macroscopicity h, where h changes from 0.01 to 0.1. The Ohmicity 
of the environment takes different values in each case, s = 1, s = 0.8 and s = 2, for Fig. 2a–c, respectively. According 
to Fig. 2, with the chosen values of the system-environment parameters, we see the transitions between Zeno and 
anti-Zeno regime occur as τ increases. When the graph of Γ(τ) possesses a positive slope versus increasing τ, we 
stand in the Zeno regime. On the opposite side, when the gradient becomes minus, we lie in the anti-Zeno situa-
tion. According to this figure, there are multiple Zeno and anti-Zeno regions, which may be interpreted as’multi-
ple extrema’ behavior of Γ(τ)38,39. Furthermore, we see that for larger h, the decay function Γ(τ) takes the smaller 
values. This situation is entirely consistent with what we expect for a system with more quantum mechanical 
behavior. For a system with a more classical trait, the decay rate takes larger values. Thus, the system-environment 
interaction decays faster than a quantum system.

Figure (3) shows the variation of the Γ(τ) for a system with  = .h 0 01 and different values of Ohmicity. We see 
the change in the strength of the system-environment interaction alters the decay rate, quantitatively. But the time 
of the Zeno to anti-Zeno transition remains unchanged, approximately. In Fig. (4) one can see the variation of 
Γ(τ) vs h where h changes continuously from 0.01 to 0.1, for typical environmental parameters, at different times. 
Accordingly, Γ(τ) has the largest value and the sharpest variation when the interaction time interval is equal to 
the QZE to QAZE transition time. Also, we can see an explicit distinction between the behavior of a quantum and 
classical object in the case of the exhibition of QZE.

Conclusion
We have worked out a new approach to study the Zeno behavior for a two-level macroscopic quantum system 
under the successive and step-by-step interactions with a harmonic environment. We have used perturbation 
theory, due to the weak interactions between the system and the harmonic environment. We have derived a 
new expression for the probability of remaining the macrosystem in its initial state, after the Nth interaction 
step, which is different from the well-known survival probability S = e−Γ(τ)Nτ. Multiple transitions between Zeno 
and anti-Zeno behaviors are detectable in our formalism. We have shown that along with some environmental 
parameters like the Ohmicity, the macroscopic trait of a system has a notable effect on the decay function Γ(τ).
Received: 14 May 2019; Accepted: 7 October 2019;
Published: xx xx xxxx
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