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Abstract
Climate	 change	 refugia	 are	 areas	 that	 are	 relatively	 buffered	 from	 contemporary	
climate	change	and	may	be	important	safe	havens	for	wildlife	and	plants	under	an-
thropogenic	climate	change.	Topographic	variation	is	an	important	driver	of	thermal	
heterogeneity,	but	 it	 is	 limited	 in	relatively	flat	 landscapes,	such	as	the	boreal	plain	
and	 prairie	 regions	 of	western	Canada.	 Topographic	 variation	within	 this	 region	 is	
mostly	restricted	to	river	valleys	and	hill	systems,	and	their	effects	on	local	climates	
are	not	well	documented.	We	sought	to	quantify	thermal	heterogeneity	as	a	function	
of	topography	and	vegetation	cover	within	major	valleys	and	hill	systems	across	the	
boreal–	grassland	transition	zone.
Using	iButton	data	loggers,	we	monitored	local	temperature	at	four	hills	and	12	river	

valley	systems	that	comprised	a	wide	range	of	habitats	and	ecosystems	 in	Alberta,	
Canada	(N =	240),	between	2014	and	2020.	We	then	modeled	monthly	temperature	
by	 season	 as	 a	 function	of	 topography	 and	different	 vegetation	 cover	 types	 using	
general	linear	mixed	effect	models.
Summer	maximum	temperatures	(Tmax)	varied	nearly	6°C	across	the	elevation	gradi-

ent	sampled.	Local	summer	mean	(Tmean)	and	maximum	(Tmax)	temperatures	on	steep,	
north-	facing	slopes	(i.e.,	low	levels	of	potential	solar	radiation)	were	up	to	0.70°C	and	
2.90°C	cooler	than	highly	exposed	areas,	respectively.	Tmax	in	incised	valleys	was	be-
tween	0.26	and	0.28°C	cooler	than	other	landforms,	whereas	areas	with	greater	ter-
rain	roughness	experienced	maximum	temperatures	that	were	up	to	1.62°C	cooler.	
We	also	found	that	forest	cover	buffered	temperatures	locally,	with	coniferous	and	
mixedwood	forests	decreasing	summer	Tmean	from	0.23	to	0.72°C	and	increasing	win-
ter Tmin	by	up	to	2°C,	relative	to	non-	forested	areas.
Spatial	predictions	of	temperatures	from	iButton	data	loggers	were	similar	to	a	grid-

ded	climate	product	 (ClimateNA),	but	 the	difference	between	them	 increased	with	
potential	solar	radiation,	vegetation	cover,	and	terrain	roughness.
Species	that	can	track	their	climate	niche	may	be	able	to	compensate	for	regional	

climate	 warming	 through	 local	 migrations	 to	 cooler	 microsites.	 Topographic	 and	
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1  |  INTRODUC TION

The	importance	and	relevance	of	local	climates	is	increasingly	recog-
nized	in	ecological	and	climatological	studies,	particularly	in	a	time	
where	 contemporary	 climate	 change	poses	 threats	 to	biodiversity	
and	ecosystems	(Hannah	et	al.,	2014;	Suggitt	et	al.,	2018).	Local	cli-
mates	exist	at	scales	of	meters	to	up	to	a	few	kilometers	and	are	de-
fined	by	the	set	of	properties	that	influence	atmospheric	conditions	
at	a	small	scale,	including	biotic	properties	(Bailey,	2009;	Chen	et	al.,	
1993;	 Geiger	 et	 al.,	 1995)	 and	 topography	 (e.g.,	 aspect	 and	 land-
form;	Barry	&	Blanken,	 2016;	Thornthwaite,	1954).	 Local	 climates	
are	thought	to	influence	aspects	of	population	change	and	commu-
nity	 structure	 for	 a	 variety	of	organisms	and	biological	processes,	
including	fitness	(Høyvik	Hilde	et	al.,	2016),	predation	(George	et	al.,	
2017),	genetic	diversity	(Lampei	et	al.,	2019),	and	species	diversity	
(Schooler	et	al.,	2020).	Despite	the	potential	importance	of	local	cli-
mates,	our	understanding	of	their	relevance	to	climate	change	adap-
tation	in	forests	and	other	ecosystems	is	still	limited.

Local	 climates	 are	 dictated	by	how	physical	 features	 (physiog-
raphy)	 influence	 incoming	solar	 insulation	and	wind	exposure	and,	
therefore,	the	energy	balance	near	the	earth's	surface.	For	instance,	
slopes	with	 high	 sun	 exposure	 can	 show	 significantly	 higher	 tem-
peratures	of	up	 to	7°C	compared	 to	 shaded	 slopes	 (Suggitt	 et	 al.,	
2011).	Because	of	changes	 in	airflow	across	warm	and	cool	slopes	
throughout	the	day	in	mountainous	landscapes	(Barry,	2008;	Barry	
&	Blanken,	2016),	prevailing	winds	can	also	be	more	pronounced	in	
rugged	terrain,	further	contributing	to	temperature	differences	ac-
cording	to	aspect	(De	Frenne	et	al.,	2021;	Williams	&	Thorp,	2015). 
Likewise,	phenomena	such	as	cold-	air	pooling	in	valleys	may	create	
temperature	 inversions,	thus	decreasing	 local	temperatures	drasti-
cally	(Daly	et	al.,	2010;	Nielsen	&	Haney,	1998).	Interestingly,	ther-
mal	differences	driven	by	physical	features	may	lead	to	differences	
in	temperature	with	the	same	order	of	magnitude	as	the	projected	
effects	of	climate	change	globally	(Daly	et	al.,	2010;	Nevo,	2012).

The	extent	to	which	terrain	drives	 local	climates	varies	widely.	
Local	influences	can	be	such	that	local	climate	is	buffered	from	re-
gional	averages	(Dobrowski,	2011).	In	other	words,	terrain	effects	can	
be	strong	enough	that	local	climatic	trends	deviate	from	conditions	
at	 larger	 (meso	or	 synoptic)	 spatial	 scales;	 this	has	been	proposed	
as	 one	 of	 the	 key	 features	 of	 climate	 change	 refugia	 (Dobrowski,	
2011;	Morelli	et	al.,	2016;	Stralberg	et	al.,	2020).	Consequently,	local	

topography	 can	 create	 thermally	 heterogeneous	 landscapes	 that	
directly	 affect	 key	 ecological	 processes	 and	 patterns	 (Elsen	 et	 al.,	
2020;	 Swanson	et	 al.,	1988)	 and	have	 the	potential	 to	 reduce	 the	
exposure	of	biodiversity	to	climate	extremes	(De	Frenne	et	al.,	2013; 
Letten	et	 al.,	2013;	 Scheffers	et	 al.,	2014;	Wolff	 et	 al.,	2020). For 
instance,	 thermal	 heterogeneity	was	 critical	 for	 the	 redistribution	
of	many	species	during	and	after	the	last	glacial	period,	particularly	
for	disjunct	populations	(e.g.,	Fuentes-	Hurtado	et	al.,	2016; Leipold 
et	al.,	2017),	 suggesting	the	 importance	of	 refugia	 for	species	 in	a	
contemporary	 climate	 change	 context.	 Therefore,	 refugia—	areas	
that	 are	 “relatively	 buffered”	 from	 contemporary	 climate	 change	
(Morelli	 et	 al.,	 2016)—	can	 provide	 “safe	 havens”	 for	 organisms	
against	climate	change	(Keppel	et	al.,	2012;	Sears	et	al.,	2011).

Vegetation	may	also	influence	local	atmospheric	conditions.	For	
instance,	forest	cover	can	act	in	synergy	with	topography	to	influ-
ence	 radiation	balance	 locally,	 thus	 affecting	 temperature,	 humid-
ity,	and	wind	and	generally	resulting	in	cooler	local	climates	within	
the	understory	(Lenoir	et	al.,	2016;	Vanwalleghem	&	Meentemeyer,	
2009).	 Old-	growth	 forests	with	 high	 biomass	 and	 complexity	 can	
buffer	maximum	temperatures	by	2.5°C	relative	to	forests	with	sim-
pler	stand	structure	(Norris	et	al.,	2012;	e.g.,	plantations;	Frey	et	al.,	
2016)	and	can	be	about	5°C	cooler	than	areas	with	less	forest	cover	
(Davis	 et	 al.,	2019).	Meanwhile,	 forest	 canopies	 retain	heat	 in	 the	
winter,	resulting	 in	warmer	temperature	under	the	canopy	relative	
to	non-	forest	 areas,	 especially	 in	boreal	 regions	 (De	Frenne	et	 al.,	
2019).	Thus,	forests	can	buffer	local	climates	against	both	extremely	
warm	and	cold	temperatures.

Local	climates	have	been	investigated	extensively	in	mountain-
ous	regions	and	mountain	basins,	where	topographic	effects	(from	
varied	 terrain	 and	 elevation)	 are	 most	 pronounced	 (e.g.,	 Cantlon,	
1953;	Clements	et	al.,	2003).	In	mountainous	areas,	local	changes	in	
elevation	provide	excellent	“natural	experiments”	for	ecological	and	
meteorological	studies,	with	a	diversity	of	gradients,	including	radia-
tion,	humidity,	precipitation,	and	temperature.	Elevation	differences	
had	also	been	used	to	identify	climate	change	refugia	(Ashcroft	et	al.,	
2012).	However,	 elevation	per	 se	 is	 a	poor	predictor	of	 climate	at	
smaller	scales	because	air	temperatures	near	the	ground	may	not	be	
correlated	with	 temperatures	 in	 the	 free	 atmosphere	 (Dobrowski,	
2011;	 Lookingbill	&	Urban,	2003).	 This	 suggests	 that	 temperature	
predictions	that	are	solely	based	on	temperature	changes	with	ele-
vation	(adiabatic	lapse	rates)	do	not	include	important	topographic	

vegetation	characteristics	that	are	related	to	cooler	local	climates	should	be	consid-
ered	in	the	evaluation	of	future	climate	change	impacts	and	to	identify	potential	refu-
gia	from	climate	change.
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and	 vegetation	 effects	 on	 local	 climatic	 conditions.	 Therefore,	 in-
corporating	finer	scale	features	such	as	aspect,	landform,	and	forest	
cover	can	substantially	improve	our	predictions	of	the	local	climate.

In	 landscapes	 with	 gentle	 terrain,	 thermal	 heterogeneity	 and	
seasonal	attenuation	of	minimum	and	maximum	temperatures	(i.e.,	
climatic	buffering)	should	be	more	 limited	compared	to	mountain-
ous	landscapes,	as	the	strength	of	influence	of	topographic	factors	
should	be	smaller	(e.g.,	Keppel	et	al.,	2017).	The	velocity	required	for	
organisms	to	track	their	climate	niche	as	the	climate	changes	is	also	
greater	in	flatter	areas,	relative	to	mountains	where	climatic	gradi-
ents	are	steeper,	suggesting	that	flatter	areas	might	be	more	suscep-
tible	to	rapid	changes	 in	climate	 (Barber	et	al.,	2016;	Carroll	et	al.,	
2015;	 Loarie	 et	 al.,	2009).	 In	 the	 boreal	 plains	 region	 of	Western	
North	America,	 thermal	heterogeneity	 in	 river	valleys	and	hill	 sys-
tems	may	 result	 in	 local	 climates	 that	 are	 buffered	 from	 regional	
temperature	increase.	Relatively	cooler	(and	thus	wetter)	conditions	
could	be	critical	 for	 retaining	boreal	 forest	 tree	species,	especially	
moisture-	limited	conifers	such	as	white	spruce	(Picea glauca;	Hogg,	
1994).	The	remaining	forest	patches	could	further	cool	local	condi-
tions	through	canopy	shading	and	associated	temperature	buffering	
(De	Frenne	et	al.,	2021).	The	resulting	refugia	can	provide	habitat	for	
forest-	dependent	plant	and	wildlife	species	and	serve	as	“stepping	
stones”	to	facilitate	climate-	driven	range	shifts	(Hannah	et	al.,	2014; 
Stralberg	et	al.,	2015).

The	boreal	forest	is	expected	to	experience	northward	shifts	of	
entire	ecoregions	(Rehfeldt	et	al.,	2012),	with	the	largest	changes	in	
vegetation	expected	at	southern	margins	where	higher	evapotrans-
piration	and	 incidence	of	drought	and	heat	stress	are	expected	 to	

surpass	biological	thresholds	(Price	et	al.,	2013;	Schneider,	2013).	In	
much	of	the	western	prairie	province	of	Alberta,	Canada,	the	differ-
ence	between	precipitation	and	evapotranspiration	is	close	to	zero,	
resulting	 in	the	potential	 for	 local	differences	 in	vegetation.	 In	the	
prairie	part	of	 the	province,	patches	of	 trees	consisting	of	species	
typically	 associated	with	 boreal	 forests	 persist	 along	 north-	facing	
slopes	in	river	valleys	and	at	higher	elevations	(Figure 1).	Most	no-
tably,	the	Cypress	Hills	of	southern	Alberta	contains	one	of	the	few	
larger	 isolated	 remnants	 of	 coniferous	 species	 (white	 spruce	 and	
lodgepole	pine	–  Pinus contorta)	in	the	Canadian	prairies	because	of	
cooler	temperatures	at	higher	elevations.	These	forests	were	likely	
established	during	the	retreat	of	the	previous	ice	sheet	when	boreal	
mixedwood	forests	occupied	much	of	what	today	are	the	grassland	
landscapes	of	southern	Alberta	(Dyke,	2007;	Moss,	1955;	Strong	&	
Hills,	2005).	These	ecological	remnants	provide	contemporary	ana-
logs	for	what	northern	boreal	forest	landscapes	may	resemble	in	a	
warmer	and	drier	 future.	Therefore,	we	view	boreal	 forest	 refugia	
as	areas	 in	which	topographic	effects	 lead	to	cooler	 local	climates	
that	allow	coniferous	trees,	particularly	white	spruce,	to	persist	over	
time.

We	sought	 to	understand	 the	 role	 that	 fine-	scale	variations	 in	
local	topography	and	vegetation	play	in	promoting	thermal	hetero-
geneity.	Moreover,	we	wanted	to	quantify	the	degree	to	which	to-
pography	and	vegetation	can	reduce	or	buffer	temperatures	in	the	
boreal–	grassland	 transition	 zone	 of	Western	 Canada.	 Specifically,	
we	 investigated	 the	effects	of	different	 terrain	 features	 (including	
elevation)	and	vegetation	cover	types	on	minimum,	mean,	and	max-
imum	 monthly	 temperatures	 during	 summer	 and	 winter	 seasons	

F I G U R E  1 Examples	of	ecosystems	
and	contrasting	slopes	sampled	in	Alberta,	
Canada.	Writing-	on-	Stone	Provincial	
Park	with	a	tree	patch	at	valley	bottom	
(bottom;	~49°	N);	contrasting	slopes	with	
remnant	conifer	forests	in	river	valley	
systems	at	Dry	Island	Buffalo	Jump	
Provincial	Park	(center	left)	and	Tolman	
Badlands	Heritage	Rangeland	Natural	
Area	(center	right)	in	South-	Central	
Alberta,	Canada	(~52°	N);	hills	systems	at	
Marten	Hills	(top	left)	and	Watt	Mountain	
(top	right)	in	Central	(~55°	N)	and	
Northwest	(~59°	N)	Alberta,	respectively
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when	extreme	temperature	values	are	most	likely.	We	defined	tem-
perature	 buffering	 as	 some	 combination	 of	 decreasing	 mean	 and	
maximum	 temperatures	 during	 summer	 warm	 months,	 increasing	
mean	and	minimum	temperatures	during	winter	cold	months,	and/or	
decreasing	temperature	ranges	in	both	seasons.	In	addition,	we	in-
vestigated	the	extent	to	which	a	standard	gridded	climate	product—	
based	 on	 interpolated	weather	 station	 data	 and	 downscaled	 as	 a	
function	of	elevation-	derived	lapse	rates—	captures	thermal	hetero-
geneity.	We	did	so	by	monitoring	and	analyzing	climate	conditions	
in	several	river	valleys	and	hill	systems	along	a	1000+	km	latitudinal	
gradient	in	Alberta,	Canada.	Our	survey	design	covered	vegetation	
ranging	from	isolated	boreal	forest	remnants	within	landscapes	cur-
rently	dominated	by	grassland	in	the	south	to	contiguous	boreal	co-
nifer	and	mixedwood	forest	in	the	northern	reaches.

2  |  METHODS

2.1  |  Site selection and study areas

This	study	encompassed	four	hills	and	12	river	valleys	systems	along	
a	 latitudinal	 gradient	 in	 Alberta,	 Canada,	 that	 covers	 a	 transition	
from	boreal	 forest	 to	parkland	to	grassland	ecosystems	 (Figure 2). 
The	parkland	natural	 region	 is	 a	 transition	between	grassland	and	
boreal	forests	and	consists	primarily	of	aspen	(Populus tremuloides) 
and	 grassland	 mosaic	 interspersed	 with	 occasional	 balsam	 poplar	
(Populus balsamifera)	 and	 white	 spruce	 forests	 (Picea glauca).	 Hill	
and	 valley	 formations	 in	Alberta	 are	 a	 result	 of	 differential	 fluvial	
erosion	 of	 sedimentary	 bedrock	 in	 the	Western	 plains	 during	 the	
Quaternary	glaciations.	Existing	hills	systems	are	upland	remnants	
more	 resistant	 to	 erosion,	whereas	 river	 valleys	 are,	 for	 the	most	
part,	remains	of	pre-	glacial	rivers	that	were	filled	with	Quaternary	
sediments	 (Fulton,	1989).	Such	pre-	glacial	valleys	are	prominent	 in	
northern	 regions	 of	 Alberta,	 particularly	 in	 between	 boreal	 high-
lands	(Figure 2).	With	the	retraction	of	the	Laurentide	Ice	Sheet	(18–	
11	ka),	ecoregions	and	biomes	that	were	once	pushed	farther	south	
expanded	 northward	 (Dyke,	 2007),	with	 some	 vegetation	 remain-
ing	along	climatically	suitable	areas	in	central	Alberta.	Cypress	Hills,	
in	 southeast	Alberta,	was	one	of	 the	areas	 that	 remained	unglaci-
ated	throughout	the	Quaternary	period	(Fulton,	1989).	We	sampled	
similar	upland	vegetation	across	hill	and	valley	systems,	which	con-
sisted	mostly	of	white	spruce	(Picea glauca),	trembling	aspen	(Populus 
tremuloides),	birch	(Betula	spp.),	and	balsam	poplar	(P. balsamifera),	as	
well	as	plains	cottonwood	(P. deltoides)	in	valley	bottoms	of	southern	
sites.	The	Cypress	Hills	site	 (farthest	south	and	considered	part	of	
the	Rocky	Mountain	natural	region	in	Alberta)	also	included	lodge-
pole	 pine	 (Pinus contorta).	 Some	 valleys	 were	 treeless	 on	 south-	
facing	slopes,	creating	a	sharp	contrast	with	forested	north-	facing	
slopes	(Figure 1).

Normal	 climatic	 conditions	 in	 our	 study	 sites	 vary	 widely.	 At	
colder	and	wetter	sites	in	the	north	(55°	N	through	59°	N),	mean	an-
nual	temperatures	ranged	from	−2.7	to	1.4°C	(30-	year	normal;	1961–	
1990),	and	precipitation	ranged	from	256	to	281	mm	per	year.	The	

central	and	southern	regions	(49°	N	through	55°	N)	experienced	long	
dry	and	hot	periods	during	summer	and	warmer	temperatures	during	
winter.	In	central	Alberta,	mean	annual	temperatures	at	study	sites	
ranged	 from	1.6	 to	2.7°C	and	precipitation	 from	386	 to	432	mm.	
In	 the	 southmost	 river	 valley	 sites,	 the	mean	 annual	 temperature	
was	approximately	5°C,	and	 the	mean	annual	precipitation	hovers	
around	 315	 mm.	 In	 Cypress	 Hills,	 the	 southernmost	 hill	 system,	
the	mean	annual	temperature	was	slightly	cooler	and	precipitation	
slightly	higher	(~2.5°C	and	435	mm,	respectively).

Current	differences	in	mean	annual	temperature	in	Alberta	are	
approximated	 by	 changes	 in	 latitude	 (inverse	 relationship)	 along	
the	 boreal–	parkland–	grassland	 gradient	 (Figure	 S1).	 We	 identi-
fied	 four	 mean	 annual	 temperature	 strata	 (hot–	warm–	cool–	cold)	
within	Alberta	and	selected	accessible	hill	and	valley	systems	 (i.e.,	
up	to	5	km	of	a	road)	within	each	stratum	for	field	sampling	along	
the	 boreal–	parkland–	grassland	 gradient.	 We	 avoided	 the	 Rocky	
Mountain	 foothills,	which	are	much	wetter	and	 less	 seasonal	 than	
boreal	environments,	and	also	contain	different	floristic	communi-
ties.	We	selected	sites	mostly	within	protected	areas	to	reduce	con-
founding	 factors	 caused	 by	 human	 activities	 (i.e.,	 forest	 clearing).	
Once	we	identified	hills	or	valley	systems,	we	placed	iButton	tem-
perature	data	loggers	(details	below)	at	a	spacing	of	at	least	500	m	
along	elevational	gradients	by	either	setting	up	transects	along	the	
elevation	gradient	or	by	placing	a	500-	m	virtual	grid	over	the	area	
with	iButtons	at	the	junctions	of	the	grid.	We	attempted	to	achieve	
equal	coverage	of	distinct	 landforms,	that	 is,	 ridgetops,	valley	bot-
toms,	 and	 slopes	 with	 large	 aspect	 contrasts	 (i.e.,	 northeast	 and	
southwest	facing),	reflecting	differences	in	solar	radiation.	We	pur-
posely	selected	river	valleys	that	were	representative	of	the	exist-
ing	distribution	of	trees	in	river	valleys	of	the	sites	in	the	grasslands	
ecoregion.	For	instance,	sites	in	the	far	south	(~49°	N)	were	either	
treeless	or	contained	trees	only	in	valley	bottoms	(Figure 1,	bottom).	
In	the	grassland	ecosystem	(mixed	grasses	and	fescue	biomes)	and	
central	parkland,	patches	of	trees	were	more	common	in	valley	bot-
toms	and	generally	occurred	on	north-	facing	slopes	(Figure 1,	center	
left	and	right).	Further	north	 in	the	boreal	and	central	mixedwood	
biomes	 ecosystems,	 trees	were	 present	 throughout	 (Figure 1,	 top	
left	and	right).

2.2  |  Temperature data logger deployment  
and sampling

We	deployed	283	iButton	temperature	data	loggers	(Thermochron	
iButton	model	DS1922L;	NHills=166	and	NValleys=117)	between	May	
and	 June	 2014	 (hill	 systems)	 and	 2018	 (river	 valleys),	 with	 some	
river	valley	stations	deployed	in	September	2018.	We	programmed	
iButtons	to	sample	every	90	min	and	retrieved	them	approximately	
1–	3	 years	 after	 deployment	 (July–	August	 2015	 –		Watt	Mountain	
[~59°N]	and	Buffalo	Head	Hills	[~58°N];	May–	June	2016	for	Cypress	
Hills	 [~49.5°N];	 June–	July	 2017	 for	 Marten	 Hills	 [~55°N];	 and	
August–	September	2020	for	river	valleys).	Fourteen	iButtons	from	
hill	systems	and	29	from	river	valleys	either	failed	or	were	damaged	
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by	wildlife,	leading	to	a	final	sample	size	of	N =	240.	For	each	iBut-
ton,	we	built	inexpensive	radiation	shields	following	the	procedures	
of	Holden	et	al.	(2013).	Radiation	shields	have	been	reported	to	be	
comparable	 with	 weather	 stations,	 with	 a	 small	 warm	 bias	 of	 up	
to	1°C	 (Holden	et	al.,	2013;	Terando	et	al.,	2017).	This	allowed	us	
to	compare	 temperatures	 from	data	 loggers	directly	with	weather	
station-	derived	 estimates,	 such	 as	 ClimateNA	 (see	 details	 below).	
We	attached	each	 shield,	with	 its	 enclosed	 iButton,	 to	 the	north-	
facing	side	of	a	tree	at	1.5	m	from	the	ground	or	to	wooden	stakes	
approximately	1.5	m	above	the	ground	in	treeless	areas.	We	removed	
obviously	 unrealistic	 iButton	 logger	 values	 (high	 and	 low),	 that	 is,	
where	temperature	sensors	failed,	by	excluding	values	outside	of	±3 
times	 the	 interquartile	 range	 for	 all	 summer	months.	This	 allowed	
us	to	use	only	reliable	temperature	measures	and	thus	remove	bias	
in	our	analysis	since	all	metrics	were	summarized	to	monthly	aver-
ages.	We	discarded	data	for	the	month	of	deployment	or	retrieval	
for	sampling	stations	if	it	had	less	than	20	days	of	sampling.	We	im-
puted	daily	temperature	data	for	the	stations	that	had	missing	days	

by	using	univariate	time	series	imputation	with	spline	interpolation	
within	the	imputeTS	package	in	R	(Moritz	&	Bartz-	Beielstein,	2017). 
This	approach	allowed	us	to	estimate	monthly	temperature	metrics	
in	a	way	that	respected	the	seasonality	of	a	given	month	(e.g.,	colder	
temperatures	at	the	end	of	a	summer	season).

2.3  |  Temperature metrics

Following	Suggitt	et	al.	(2011),	we	calculated	five	temperature	met-
rics	 from	the	 raw	data	 for	each	month:	average	of	daily	maximum	
(Tmax),	minimum	(Tmin),	and	mean	temperatures	 (Tmean),	growing	de-
gree	days	above	5°C	(GDD5)	and	average	of	the	daily	temperature	
range	 (Trange).	 In	 addition	 to	 these	metrics,	we	 also	 calculated	 the	
99th	percentile	of	daily	maximum	temperatures	(T99)	to	evaluate	top-
ographic	effects	on	extreme	temperature	events.	We	chose	these	
metrics	 based	 on	 their	 relevance	 to	 several	 ecological	 processes,	
such	as	animal	and	plant	thermoregulation,	plant	recruitment,	animal	

F I G U R E  2 Location	of	sample	sites	(river	valley	and	hill	systems)	in	Alberta,	Canada,	with	different	sub-	ecoregions	in	the	province.	
Some	classes	were	grouped	for	mapping.	Northern	portions	of	Alberta	are	often	times	composed	of	open	wetlands	interspaced	by	trees;	
therefore,	this	simplified	version	may	not	necessarily	represent	entire	sub-	ecoregions.	The	map	is	overlaid	on	a	hillshade	model	to	depict	
topography	across	study	sites.	The	column	on	the	right	depicts	examples	of	the	sampling	scheme	of	some	iButtons	(black	dots)	in	some	
valleys	and	hills	systems
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distribution,	 and	 because	 of	 their	 relevance	 in	 identifying	 climate	
change	refugia	from	a	temperature	standpoint	(Ashcroft	et	al.,	2012; 
Briga	 &	 Verhulst,	 2015;	 Dobrowski,	 2011).	 Our	 next	 step	 was	 to	
subset	the	data	into	two	seasons	consisting	of	data	from	June,	July,	
and	August	(northern	hemisphere	summer	season),	and	December,	
January,	and	February	(winter	season).	These	two	seasons	are	eco-
logically	relevant	for	several	reasons.	The	summer	period	is	crucial	
for	several	taxa	as	it	corresponds	to	the	growing	season	for	plants	
and	the	breeding	season	for	most	animals.	 In	addition,	 the	effects	
of	climate	change	are	expected	to	be	more	pronounced	during	sum-
mer,	with	higher	maximum	temperatures	and	more	extreme	drought	
periods,	but	also	during	winter,	with	higher	minimum	temperatures	
and	 increased	 frost-	free	periods	 (Price	 et	 al.,	2013).	We	gave	par-
ticular	attention	 to	Tmax,	T99,	 and	GDD5	 for	 the	summer	season	as	
these	metrics	are	more	directly	driven	by	the	warmer	season,	while	
we	calculated	Tmean	and	Trange	for	both	summer	and	winter,	and	Tmin 
for	the	winter	(refer	to	the	Appendix	S1	for	results	of	all	metrics	in	
both	seasons).	Such	an	approach	allowed	us	to	consider	our	results	
in	view	of	the	buffering	effects	that	forest	cover	and	terrain	could	
have	on	local	climates	(i.e.,	lower	summer	Tmax	and	Tmean	and	warmer	
winter	Tmin;	De	Frenne	et	al.,	2019).	The	summer	temperature	met-
rics	considered	here	are	particularly	relevant	from	a	boreal	refugia	
perspective	because	of	their	direct	linkage	to	conditions	that	could	
be	favorable	(cool	and	wet)	or	unfavorable	(hot	and	dry)	to	seedling	
development	and	recruitment	of	coniferous	trees,	especially	white	
spruce	 (Picea glauca;	Hogg,	1994;	Price	et	 al.,	2013).	Therefore,	 in	
analyzing	the	effects	of	topographic	variables	on	local	climates,	we	
focused	on	 coniferous	boreal	 trees,	 especially	white	 spruce	 (Picea 
glauca).

Finally,	we	calculated	the	correlation	between	temperature	met-
rics	to	assist	with	model	interpretation.

2.4  |  Topographic and vegetation variables

We	 used	 a	 suite	 of	 topographic	 and	 vegetation	 variables	 that	
could	 affect	 climate	 conditions	 at	 the	 local	 scale:	 solar	 radiation,	

topographic	 roughness	 index	 (TRI),	 landform,	 elevation,	 latitude,	
compound	topographic	index	(CTI),	and	vegetation	cover	(Table 1). 
Topographic	variables	were	calculated	from	a	50-	m	digital	elevation	
model	 (DEM)	derived	 from	1:50,000	Topographic	Data	of	Canada	
(CanVec	series).

We	estimated	annual	potential	 relative	solar	 radiation	 (in	MJ/
cm2/year;	 hereafter	 solar	 radiation)	 by	using	 a	multiplicative	 ker-
nel	 smoothing	 technique	 that	 uses	 slope,	 aspect,	 and	 cumulative	
warming	from	the	afternoon	sun	following	equations	from	McCune	
and	Keon	 (2002)	 and	McCune	 (2007).	Despite	not	being	a	direct	
measure	 of	 solar	 radiation,	 this	 modeled	 terrain-	based	 estimate	
should	reflect	the	effects	of	slope	and	aspect	on	local	climates.	We	
decided	to	use	a	constant	midpoint	latitude	in	this	case	so	that	we	
could	model	 the	effects	of	 latitude	separately	 in	our	models	 (see	
Analysis	section).

We	calculated	 the	 terrain	 roughness	 index	 (TRI)	 as	 the	 sum	of	
the	change	in	elevation	between	a	given	grid	cell	and	its	surround-
ing	cells,	which	indicates	the	level	of	topographic	heterogeneity	 in	
a	certain	area	(Riley	et	al.,	1999).	The	compound	topographic	index	
(CTI)	tracks	the	flow	of	water	drainage	and	could	be	used	as	a	proxy	
for	cold-	air	drainage,	soil	moisture,	and	topographic	evenness	(Daly	
et	al.,	2010;	Dobrowski,	2011;	Lookingbill	&	Urban,	2003).	We	cal-
culated	CTI	by	using	the	spatial	analyst	extension	in	ArcView	3.2	and	
a	script	developed	by	Rho	(2002).	To	generate	landform	classes,	we	
first	calculated	the	topographic	position	index	(TPI)	using	a	circular	
radius	of	300	m	and	a	slope	raster	to	generate	landform	grids	further	
categorized	 into	10	classes	 (Jenness,	2006).	For	 this	study,	we	ex-
tracted	whether	the	station	was	located	at	an	incised	valley	or	ridge	
top	by	using	the	first	and	last	class	generated	when	calculating	land-
form.	We	grouped	the	other	classes	into	a	single	one,	as	their	effect	is	
likely	represented	in	the	other	topographic	variables.	For	vegetation,	
we	summarized	forest	cover	 from	the	spatial	 land	cover	 inventory	
layer	 developed	 by	 the	 Alberta	 Biodiversity	 Monitoring	 Institute	
(‘Wall-	to-	wall	Land	Cover	Map’	version1.0	from	2010	retrieved	from	
http://www.abmi.ca,	ABMI,	2010).	We	extracted	broadleaf,	conifer,	
and	mixedwood	polygon	layers	from	the	land	cover	map	and	raster-
ized	them	to	a	50-	m	resolution.	We	used	a	moving	window	of	3	× 3 

TA B L E  1 Topographic	and	vegetation	variables	used	in	temperature	regression	of	temperature	sensors	deployed	in	hills	and	river	valley	
systems	in	Alberta,	Canada

Category Variable Definition Related literature/Source

Topography Elevation Derived	from	a	50-	m	DEM

Solar	Radiation Based	on	nonparametric	multiplicative	regression	using	
slope,	aspect,	and	a	constant	latitude	of	53	N

McCune	(2007)

Landform Valley	or	ridge	top	based	on	topographic	position	index	of	
a	300	m	radius	and	a	slope	grid

Jenness	(2006)

TRI Topographic	roughness	index,	as	the	sum	change	in	
elevation	in	the	eight	neighboring	cells

Riley	et	al.	(1999)

CTI Compound	topographic	index,	calculated	based	on	flow	
direction,	accumulation,	and	slope	derived	from	a	
50-	m	DEM

Rho	(2002);	Nielsen	et	al.	(2004)

Vegetation Forest Cover Percentage	of	forest	cover	around	each	iButton	station	on	
a	3	×	3	50	m	pixel	moving	window

ABMI	(2010)

http://www.abmi.ca
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cells	to	calculate	the	percent	cover	of	vegetation	in	the	surrounding	
landscape.	We	used	 these	 same	 layers	 for	mapping	 purposes	 and	
comparison	with	ClimateNA	 (see	 analysis	part	below).	Collinearity	
was	 not	 an	 issue	with	 these	 covariates,	 as	 all	 the	 variables	 in	 our	
analysis	had	 reasonably	 low	correlations	 (Pearson	R2 <	0.7,	Figure	
S2)	and	were	all	included	in	our	analysis.

2.5  |  Analysis

2.5.1  |  Effects	of	topographic	factors	and	
vegetation	on	local	climate

We	used	three	different	approaches	to	evaluate	the	effects	of	to-
pography	and	vegetation	cover	on	the	local	climate.	First,	we	stand-
ardized	all	variables	to	facilitate	the	assessment	of	effect	sizes.	We	
compared	a	set	of	a	priori	models	and	hypotheses	(Table 2)	with	dif-
ferent	variable	combinations	using	the	Akaike	Information	Criterion	
to	 rank	models	 (AIC;	 Burnham	&	Anderson,	2004).	 Our	main	 ob-
jective	was	 to	evaluate	 the	amount	of	support	 for	models	 that	 in-
cluded	 only	 elevation	 against	models	 that	 incorporated	 additional	
topographic	and	vegetation	effects.	Thus,	all	models	in	this	step	in-
clude	 elevation	 as	 an	 environmental	 null	model.	 The	aspect model 
was	used	to	evaluate	the	importance	of	differences	in	solar	radiation	
associated	with	slope	and	aspect.	With	the	topodiversity	model,	we	
wanted	to	know	whether	roughness	and	topographic	diversity	were	
important,	whereas	 the	 topodiversity and vegetation effects	models	
also	included	the	percentage	of	broadleaf,	conifer,	and	mixedwood	
canopy	cover	around	the	station	as	an	additive	effect.	The	moisture 
and landform	model	was	 used	 to	 test	 the	 level	 of	 support	 for	 the	
potential	 effects	 of	 soil	 moisture	 and	 topographic	 position	 based	
on	CTI	and	landform	classes.	Here,	we	emphasized	models	for	sum-
mer	Tmax	 and	Tmean,	 and	winter	Tmean	 and	Tmin	 (please	 refer	 to	 the	
Appendix	S1	for	models	for	all	metrics	in	both	seasons).	We	included	
latitude	in	all	models	to	control	for	the	overarching	influence	of	lati-
tude	on	temperature.

Secondly,	 we	 developed	 full	 models	 with	 additive	 effects	 for	
all	variables	mentioned	in	the	previous	section	to	develop	spatially	
explicit	 predictions	 to	 compare	with	 another	 gridded	 temperature	
product	(ClimateNA;	see	details	in	the	next	section).	We	evaluated	
the	significance,	direction,	and	strength	of	influence	of	β-	coefficient	
estimates	to	interpret	the	effects	of	each	covariate	on	the	variation	
of	 local	 temperature.	We	used	general	 linear	mixed	effect	models	
with	 the	 monthly	 temperature	 metrics	 as	 response	 variables	 for	
all	models.	We	developed	 separate	model	 sets	 for	 the	winter	 and	
summer	 seasons	and	 fit	models	using	each	hill	 or	 river	 valley	 sys-
tem	as	a	 random	 intercept	 to	account	 for	 latent	 climatic	phenom-
ena	and	properties	of	each	system.	We	added	an	additional	random	
effect	for	the	year	and	month	of	sampling.	We	also	incorporated	a	
within-	group	correlation	structure	to	account	for	temporal	autocor-
relation	within	 each	 season	 by	 using	 a	 continuous	 autoregressive	
process	(corCAR1)	and	a	constant	variance	function	structure	with	
month	as	a	grouping	factor.	We	performed	all	modeling	within	the	

R	environment	(R	Core	Team,	2013)	using	the	lme	function	from	the	
nmle	package	(Pinheiro	et	al.,	2007)	for	linear	mixed	effect	models.

Finally,	 we	 calculated	 conditional	 and	 marginal	 coefficients	
of	 determination	 (the	 proportion	 of	 variance	 explained	 by	 fixed	
and	 random	effects,	R2

c,	 and	 fixed	effects	only,	R
2
m,	 respectively)	

to	examine	 the	goodness-	of-	fit	of	our	models	using	 the	 squaredG-
LMM	 function	 in	 the	MuMIn	 package	 (Barton,	2020;	Nakagawa	&	
Schielzeth,	 2013).	We	 also	 evaluated	 the	 improvement	 in	 the	 ex-
planatory	power	of	models	that	incorporate	all	topographic	variables	
(full model)	relative	to	the	elevation	model	by	measuring	the	percent	
change	in	R2

c.

2.5.2  | Mapped	local	climate	and	comparison	
with	ClimateNA

We	used	 the	 full	models	 based	 on	 iButton	 data	 from	 step	 two	 in	
the	previous	section,	but	with	non-	standardized	variables,	 to	gen-
erate	 spatially	 explicit	 predictions	 of	 summer	 Tmean	 and	 Tmax.	We	
then	 constrained	 our	 mapped	 predictions	 to	 a	 region	 of	 approxi-
mately	25	×	25	km	around	each	river	valley	or	hill	system,	thereby	
avoiding	predicting	outside	the	range	of	our	data.	To	illustrate	our	
results	based	on	iButtons	and	to	compare	with	other	gridded	prod-
ucts,	 we	 also	 created	 climate	 grids	 using	 ClimateNA,	 a	 graphical	
user	 interface	package	 that	 provides	 climate	predictions	 at	 differ-
ent	 scales	 (Wang	 et	 al.,	 2016).	 The	 interface	 provides	 data	 in	 dif-
ferent	 temporal	 scales	 (e.g.,	monthly,	yearly,	and	seasonally)	when	
provided	with	either	point	coordinates	or	a	raster	DEM.	The	pack-
age	uses	monthly	temperature	data	for	the	normal	period	of	1961–	
1990	as	a	baseline,	which	 is	 compiled	 from	 four	different	 sources	
depending	on	the	region.	For	Alberta,	 it	resamples	PRISM	grids	to	
a	4-	km	 resolution	baseline	by	using	bilinear	 interpolation	and	em-
pirical	 lapse	 rate	with	high	accuracy	 (Wang	et	al.,	2016).	 In	 recent	
years,	ClimateNA	retrieves	historical	climate	data	generated	by	the	
Climate	Research	Unit	at	the	University	of	East	Anglia,	which	is	up-
dated	 yearly.	 Comparing	 ClimateNA	 to	 our	 iButton	 predictions	 is	
advantageous	 as	 the	 former	 provides	 scale-	free	 climate	 estimates	
and	 empirical	 lapse	 rates	 that	 should	 be	 consistent	with	 the	ones	
in	our	 iButton	predictions.	We	generated	spatial	temperature	esti-
mates	with	ClimateNA	(version	6.3)	for	the	same	25	×	25-	km	region	
and	same	sampling	period	as	the	iButtons	(2014–	2020)	by	supplying	
the	ClimateNA	software	with	a	DEM	at	50-	m	resolution.	We	then	
extracted	monthly	 average	 temperature	 data	 from	ClimateNA	 for	
the	same	location,	month,	and	corresponding	year	of	iButton	data.	
Even	 though	 iButtons	 and	 ClimateNA	 predictions	 differ	 in	 terms	
of	 precision	 and	 range	of	 values,	 the	difference	between	 the	 two	
rasters	 should	 remain	 constant	 across	elevational	 gradients	 in	 the	
absence	 of	 topographic	 effects.	However,	 the	 dissimilarity	 should	
be	higher	at	valley	bottoms,	mountain	tops,	and	in	areas	with	high	
or	low	incoming	solar	radiation,	which	are	factors	that	are	not	nec-
essarily	 captured	 by	 interpolated	 products.	 Therefore,	 our	 goal	
was	to	quantify	the	underlying	drivers	for	the	expected	difference	
between	 ClimateNA	 and	 direct	 iButton	 readings.	 We	 quantified	
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the	magnitude	 of	 the	 difference	 between	ClimateNA	 and	 iButton	
measurements	as	the	absolute	difference	between	ClimateNA	grid	
cell	values	extracted	and	the	iButton	measurement	for	that	station	
(summarized	as	monthly	Tmax,	Tmin,	GGD5,	 and	Tmean	averages).	We	
modeled	the	absolute	difference	as	a	function	of	the	full	model	from	
Table 2	for	the	summer	and	winter	seasons	but	included	an	interac-
tion	term	between	solar	radiation	and	the	percentage	of	vegetation	
cover	to	account	for	warmer	and	treeless	slopes.	We	used	the	same	
random	effect	and	correlation	structure	from	the	models	detailed	in	
the	previous	section	and	evaluated	the	effect	size	and	significance	
of	each	variable	in	explaining	the	differences.	Finally,	we	generated	
temperature	 surfaces	 based	 on	 ClimateNA	 and	 iButtons	 for	 July	
2018	and	calculated	the	absolute	difference	between	the	two	data	
sources	for	illustrative	purposes.

3  |  RESULTS

3.1  |  Effects of topographic factors and vegetation 
on local climate

Models	 that	 included	 all	 predictor	 variables	 (full	 model)	 were	
among	the	top	three	models	in	both	summer	and	winter	for	all	met-
rics	 (Table 3)	 and	were	 always	 among	 the	models	with	 the	most	
support	 (ΔAICc <	 2),	 except	 for	 summer	Trange	 and	winter	GDD5 
(see	Table	S1),	Models	 that	accounted	 for	 tree	cover,	 solar	 radia-
tion,	topographic	roughness,	and	landform	variables,	in	addition	to	
latitude	and	elevation	 (i.e.,	 the	topodiversity and vegetation effects 
model),	received	either	similar	or	more	support	than	the	full	model	

for	most	metrics	in	both	seasons.	Overall,	models	that	included	ad-
ditional	topographic	features,	besides	elevation,	received	substan-
tially	 more	 support	 than	 elevation-	only	 models	 in	 both	 seasons.	
However,	adding	a	terrain	wetness	term	(i.e.,	CTI)	did	not	improve	
models	substantially	and	the	Moisture and Landform	model	received	
little	 support	 throughout	 the	 analysis.	 Notably,	 the	 correlation	
between	 temperature	metrics	within	 seasons	was	high	 (R2 >	 0.7,	
Figure	S3)	for	most	metrics,	except	for	summer	Tmin	(R

2 <	0.7)	and	
in	some	cases	for	Trange.	In	most	cases,	the	ranking	for	the	full	model	
was	similar,	but	 the	 level	of	 support	could	vary	substantially.	For	
example,	summer	Tmax	and	summer	Trange	were	strongly	correlated,	
but	the	support	for	the	full	model	was	ΔAICc <	2	for	summer	Tmax 
and	ΔAICc >	2	for	summer	Trange	(Table	S1),	suggesting	that	topo-
graphic	and	vegetation	effects	on	summer	Trange	are	largely	driven	
by	their	effects	on	summer	Tmax.

The	direction	of	each	variable's	effect	remained	relatively	consis-
tent	across	all	temperature	metrics	and	seasons	(Figure 3,	Figure	S4). 
In	terms	of	the	effect	size	of	each	variable	relative	to	elevation,	we	
found,	as	expected,	that	latitude	was	the	strongest	individual	predic-
tor	for	most	metrics,	except	for	winter	Tmin,	for	which	elevation	was	
the	strongest	(positive)	predictor.	Other	topographic	and	vegetation	
variables	had	a	smaller	influence	on	temperature	metrics	when	com-
pared	with	elevation.	For	instance,	solar	radiation	increased	summer	
high-	temperature	 extremes	 (Tmax	 and	 T99)	 and	 temperature	 range	
(Trange),	with	a	combined	effect	size	that	was	approximately	37–	54%	
of	 the	effect	 size	of	elevation.	Aspect-		 and	slope-	driven	 increases	
in	solar	radiation	also	increased	summer	mean	temperature	(Tmean),	
but	with	a	smaller	effect	(~25%).	Overall,	the	directionality	of	effects	
was	similar	over	the	winter,	but	with	a	lower	magnitude.

Season Metric Model K ΔAICc ω LL R2
m R2

c

Summer Tmax Topodiversity	
and	
Vegetation

17 0.00 0.55 −2451.64 0.39 0.84

Full 18 1.42 0.27 −2451.32 0.39 0.84

Topodiversity 14 2.28 0.18 −2455.86 0.39 0.84

Tmean Topodiversity	
and	
Vegetation

17 0.00 0.73 −1469.74 0.37 0.95

Full 18 1.99 0.27 −1469.71 0.37 0.95

Topodiversity 14 24.29 0.00 −1484.96 0.34 0.95

Winter Tmean Full 18 0.00 0.99 −2095.69 0.18 0.91

Topodiversity	
and	
Vegetation

17 8.54 0.01 −2100.99 0.18 0.91

Topodiversity 14 26.18 0.00 −2112.91 0.16 0.91

Tmin Full 18 0.00 1.00 −2487.68 0.11 0.85

Topodiversity	
and	
Vegetation

17 12.03 0.00 −2494.73 0.11 0.85

Moisture	and	
Landform

13 19.26 0.00 −2502.46 0.09 0.84

TA B L E  3 Model	ranking	for	two	
different	temperature	metrics	for	the	
summer	months	between	2014	and	
2020	in	the	river	valley	and	hill	systems	
in	Alberta,	Canada.	Only	the	top	three	
models	are	presented	for	Tmax	and	Tmin. 
Please	refer	to	Table 2	for	variables	in	
each	model.	K	– 	number	of	parameters,	
ω – 	weighted	AICc	of	the	model,	
LL – 	negative	log-	likelihood.	ΔAICc –  
difference	in	AICc	between	a	given	model	
and	the	top	model	of	that	model	set
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Terrain	roughness	(TRI)	significantly	decreased	high-	temperature	
extremes	(Tmax	and	T99),	mean	temperatures	(Tmean),	and	the	range	of	
temperatures	(Trange)	during	the	summer,	but	its	effect	size	was	much	
smaller	than	that	of	elevation	(~4–	24%).	Our	proxy	for	soil	wetness	
had	no	effects	on	summer	temperature	but	decreased	minimum	and	
average	temperatures	and	the	range	of	temperatures	in	the	winter	
to	 a	 minor	 degree.	 Summer	 temperature	 decreased	 significantly	
in	 incised	valleys,	particularly	 for	Tmean	 (~25%	of	 the	effect	 size	of	
elevation).

Overall,	 the	 amount	 of	 surrounding	 forest	 cover	 for	 all	 three	
types	had	significant	negative	effects	on	most	summer	temperature	
metrics,	except	for	high	extremes	(Tmax	and	T99),	where	the	broad-
leaf	cover	had	even	positive	effects	 (Figure 3	and	Figure	S4). The 
effects	of	vegetation	cover	on	winter	temperatures	were	positive	
for	Tmin	and	Tmean,	suggesting	a	buffering	effect.	Out	of	 the	three	
different	 vegetation	 types	 analyzed,	 coniferous	 forest	 cover	had	
the	 strongest	 (negative)	 effect	 on	 average	 summer	 temperature	
(Tmin	and	Tmean),	particularly	compared	to	broadleaf	forest.

F I G U R E  3 The	influence	of	
topographic	and	ecological	variables	
over	the	monthly	average	of	daily	Tmax,	
Tmin,	Tmean,	the	99th	percentile	of	daily	
maximum	temperatures	(T99),	growing	
degree	days	above	5°C	(GDD5),	and	
average	of	the	daily	temperature	range	
(Trange)	for	the	summer	and	winter	seasons	
in	the	river	valley	and	hill	systems	in	
Alberta,	Canada.	Standardized	beta	
coefficients	are	from	the	full	model	(refer	
to	the	Methods	section	and	Table 2	for	
more	details).	See	Figure	S4	for	results	
of	other	temperature	metrics.	Error	bars	
represent	standard	errors	and	*	indicates	
significant	estimates	at	ɑ	= 0.05
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In	absolute	terms,	summer	Tmax	varied	~6°C	across	the	elevation	
gradient	 sampled.	Relative	 to	areas	with	 low	exposure,	 areas	with	
high	 solar	 radiation	 increased	 summer	maximum	 temperatures	 by	
5.66°C,	or	even	up	to	7.46°C	for	T99.	This	meant	that	summer	Tmean 
and	Tmax	on	steep,	north-	facing	slopes	with	lower	levels	of	potential	
solar	radiation	were	up	to	0.7°C	and	2.9°C	cooler,	respectively,	than	
highly	exposed	areas	(Figure 4).	Incised	valleys	were	between	0.26	
and	0.28°C	cooler	than	other	landforms,	whereas	terrain	roughness	
decreased	Tmax	and	T99	by	about	0.03	to	0.04	per	index	unit,	up	to	
1.62°C.	Areas	 fully	 covered	 by	 broadleaf,	 coniferous,	 or	 in	 partic-
ular	 mixedwood	 forests	 experienced	 significantly	 lower	 summer	
Tmean	than	unvegetated	areas	by	about	0.23°C,	0.37°C,	and	0.72°C,	
respectively	 (Figure 4).	Over	 the	winter,	 all	 forest	 cover	 types	 in-
creased	Tmin,	particularly	under	mixedwood	(2.01°C)	and	broadleaf	
forest	cover	(1.16°C).	Elevation	had	a	strong	warming	effect	in	win-
ter Tmin	with	an	increase	of	up	to	~5.50°C,	relative	to	low	elevation	
areas.	Interestingly,	we	found	that	the	strength	of	forest	cover	was	
similar	to	that	of	topographic	factors,	particularly	for	Tmean,	Tmin,	and	
Trange. Figure 4	summarizes	the	predicted	effects	for	Tmean	for	July	of	
2018,	which	was	a	typical	year	in	terms	of	temperature	for	Alberta	
(see	Figures	S5	and	S6	for	unstandardized	coefficients	of	all	metrics	
in	both	seasons).

We	 found	 that	 fixed	 effects	 and	 random	 effects	 together	 ex-
plained	 on	 average	 40%	 more	 of	 the	 variance	 than	 fixed	 effects	
alone	(conditional	vs.	marginal	R2; Table 1	and	Table	S1),	indicating	
that	 site-	level	 temperature	differences	were	strong	over	 the	 large	
area	 sampled.	 Conditional	 and	 marginal	 pseudo-	R2	 values	 varied	
across	seasons	and	temperature	metrics	(Table	S1)	but	generally	in-
dicated	that	the	top	models	of	a	given	temperature	metric	explained	
over	60%	and	35%	of	 the	 variation,	 respectively.	 For	 the	 summer	
season,	explanatory	power	attributed	to	variables	was	over	35%	of	
the	variation	for	Tmax	and	Trange	(Rm

2 =	0.36– 0.39),	over	34%	for	Tmean,	
and	over	for	GDD5	and	T99	(Rm

2 =	0.27– 0.33).	For	the	winter	season,	
variables	explained	around	35%	of	the	variation	for	Trange	(R

2 = 0.35– 
0.39),	 around	18%	for	Tmean	 (R

2 =	0.16–	0.18),	but	did	not	perform	
well	 for	Tmin	 (R

2 =	 0.11)	or	GDD5	 (R
2 <	 0.05).	Appendix	S2 shows 

diagnostic	plots	for	all	metrics	and	models.

3.2  |  Mapped local climate and comparison 
with ClimateNA

We	 observed	 significant	 differences	 (i.e.,	 TDifference = TClimateNA–	
TiButton)	 between	 ClimateNA	 and	 iButton	 predictions	 (Figure 5). 

F I G U R E  4 Predicted	effects	of	topographic	and	vegetation	variables	(non-	standardized)	sampled	on	summer	Tmean	for	July	2018	in	hill	
and	river	valley	systems	in	Alberta,	Canada.	Shaded	areas	around	the	regression	line	represent	95%	confidence	intervals.	Landforms:	IV	–		
incised	valleys,	RT	–		ridge	tops,	OL	–		other	landforms.	See	Figures	S4	and	S5	for	coefficients	of	other	temperature	metrics	and	other	seasons

F I G U R E  5 Spatial	representation	of	the	monthly	average	of	summer	daily	(a)	Tmax	and	(b)	Tmean	for	ClimateNA	(first	column)	and	iButtons	
(second	column),	and	the	difference	between	the	two	readings	(i.e.,	TDifference = TClimateNA–	TiButton;	third	column)	over	two	river	valley	and	hill	
systems	in	Alberta,	Canada,	in	July	of	2018.	For	differences,	red/blue	colors	indicate	higher/lower	temperature	predictions	for	ClimateNA	vs	
iButtons,	whereas	white	colors	indicate	closer	predictions	between	the	two.	For	clarity,	we	used	a	specific	color	scheme	for	the	differences	
(third	column)	in	each	panel.	From	top	to	bottom	rows:	Watt	Mountain,	North	Saskatchewan	River,	Cypress	Hills,	and	Milk	River.	Greyed	
squares	on	the	left	map	indicate	the	location	of	all	study	sites
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At	the	station	level,	iButtons	recorded,	on	average,	warmer	summer	
Tmean,	 cooler	 summer	 Tmax,	 and	warmer	winter	 temperatures	 than	
ClimateNA	(Figures	S7	and	S8).	The	directionality	of	the	effect	of	to-
pography	and	vegetation	remained	mostly	consistent	across	seasons	
for	the	different	metrics.	Interestingly,	differences	in	Tmax	and	Tmean 
typically	increased	with	latitude	in	the	summer	but	decreased	in	the	
winter,	though	not	always	significantly.

During	summer,	the	difference	in	Tmax	was	~0.22°C	higher	on	
ridge	tops	relative	to	other	landforms,	indicating	that	iButtons	re-
corded cooler Tmax	on	those	ridges	than	on	other	 landforms.	The	
difference	in	Tmax	also	increased	by	0.03–	1.2°C	between	flat	and	
highly	rugged	terrain	(Figure 6;	Figure	S7).	The	difference	in	Tmax 
decreased	with	increasing	solar	radiation,	 indicating	that	iButton	
temperature	predictions	were	almost	2°C	cooler	than	ClimateNA	
in	 less	 exposed	 areas	 and	 1.3°C	 higher	 in	 highly	 exposed	 areas	
when	other	variables	were	held	constant	at	mean	values	 (Figure	
S7).	Differences	in	average	temperature	(Tmean)	between	the	two	
sources	were	much	smaller	than	differences	in	summer	maximum.	
We	 found	 that	 the	difference	 in	 summer	Tmean	 in	 incised	valleys	
was	 0.21°C	 higher	 than	 other	 landforms,	 indicating	 that	 iBut-
tons	 recorded	slightly	cooler	Tmean	 in	 these	valleys	 than	 in	other	
landforms	but	 still	warmer	 than	ClimateNA.	Differences	 in	Tmean 
decreased	 with	 solar	 radiation	 and	 indicated	 that	 iButtons	 and	
ClimateNA	 predicted	 similar	 values	 on	 less	 exposed	 slopes,	 but	
iButtons	recorded	0.8°C	higher	Tmean	in	highly	exposed	areas.	We	
found	 that	 only	 coniferous	 forests	 interacted	 significantly	 with	
solar	radiation	over	the	summer,	indicating	that	with	low	conifer-
ous	cover,	iButtons	recorded	cooler	Tmax	(~1°C)	in	poorly	exposed	
sites	and	about	1.5°C	warmer	in	highly	exposed	areas.	The	effect	
of	 solar	 radiation	 in	 areas	 with	 high	 coniferous	 cover	 was	 simi-
lar	but	not	as	strong,	and	iButtons	recorded	approximately	0.3°C	
cooler Tmax	 in	poorly	exposed	sites	and	1°C	warmer	 in	highly	ex-
posed	areas.

We	found	that	for	winter	Tmin,	iButtons	predicted	warmer	tem-
peratures	 than	 ClimateNA	 (Figure	 S8).	 The	 difference	 in	 Tmin	 in	
incised	valleys	was	0.39°C	higher	relative	to	other	landforms,	indi-
cating	 that	 iButtons	 recorded	cooler	Tmin	 in	 incised	valleys	 than	 in	
other	 landforms.	ClimateNA	predictions	were	−3.28°C	 to	−1.90°C	
lower	 than	 iButtons	 in	 areas	with	 low	 and	 high	 topographic	wet-
ness	 potential,	 respectively.	 Furthermore,	we	 found	 that	 an	 inter-
action	between	broadleaf	forests	and	solar	radiation	led	to	smaller	
differences	 in	winter	Tmin	 in	areas	with	 low	broadleaf	 forest	cover	
and	poorly	exposed,	where	ClimateNA	predicted	on	average	1.8°C	
cooler	 temperatures	 than	 iButtons.	 Differences	 in	 Tmin	 also	 got	
smaller	 in	areas	with	higher	broadleaf	forest	cover	and	high	expo-
sure,	and	ClimateNA	predicted	temperatures	that	were	2.5°C	cooler	
than	 iButtons.	Across	metrics,	 elevation	had	mostly	no	 significant	
effects	on	the	difference	between	the	two	sources	(Figures	S7	and	
S8),	 except	 that	 iButtons	 significantly	 recorded	 ~0.86°C	 warmer	
Tmean	 in	 low	elevations	and	~0.12°C	cooler	Tmean	 in	high	elevations	
(Figure 6).	Differences	 in	winter	Tmean	were	consistent	as	 iButtons	
recorded	 warmer	 temperatures	 with	 increasing	 elevation	 (up	 to	
~3.75°C;	Figure	S8).

iButton	predictions	had	a	higher	 level	of	 spatial	 heterogeneity	
than	ClimateNA,	linked	to	the	effects	of	topographic	variables	(see	
Figure 5	for	an	illustration).	Differences	in	summer	maximum	tem-
peratures	were	larger	in	the	drier	and	hotter	hills	in	the	southeastern	
part	of	Alberta	(Cypress	Hills;	Figure 5,	third	row).

4  |  DISCUSSION

In	 this	 study	of	a	1000+	 km	span	of	 the	boreal–	parkland–	grassland	
transition	zone	in	Western	Canada,	we	found	compelling	evidence	that	
despite	gentle	to	moderate	amounts	of	terrain	(hill	and	valley	systems),	
local	topography	and	vegetation	still	have	significant	buffering	effects	
on	 local	climates.	We	found	that	not	only	did	elevation	drive	differ-
ences	in	local	climates,	but	roughness,	aspect,	landform,	and	vegeta-
tion	also	exerted	significant	effects.	More	specifically,	topographically	
shaded	sites	were	between	0.7	and	2.9°C	cooler	 than	 flat,	 exposed	
sites	in	both	summer	and	winter,	whereas	sites	with	more	surrounding	
forest	cover	were	up	to	0.7°C	cooler	 in	summer	and	2°C	warmer	 in	
winter	 than	non-	forested	sites.	By	extension,	we	demonstrated	that	
local	 topographic	 effects	 on	 temperature	 are	 not	 fully	 captured	 in	
commonly	used	downscaled	gridded	climate	data	products.

4.1  |  Effects of topographic factors and vegetation 
on local climate

4.1.1  |  Elevation

Elevation	was	one	of	 the	 strongest	 single	 predictors	 for	most	 tem-
perature	metrics.	We	found	that	elevation	decreased	mean	summer	
temperatures	by	almost	6°C	over	the	1400-	m	elevation	gradient	that	
we	evaluated,	and	increased	minimum	winter	temperatures	by	up	to	
5.5°C,	indicating	winter	temperature	inversions.	However,	we	found	
more	support	for	models	relating	temperature	metrics	to	a	combina-
tion	of	local	topography	and	vegetation	cover.	Models	that	accounted	
only	for	elevation	received	relatively	little	support	and,	in	general,	had	
lower	explanatory	power	 relative	 to	 full	models.	Hence,	our	 results	
demonstrate	that	a	combination	of	topographic	factors	is	needed	to	
explain	local	temperature	variations,	and	therefore	local	heterogene-
ity.	Landscapes	with	more	gentle	terrain,	such	as	the	prairie–	parkland–	
boreal	plain	transition	in	Alberta,	are	projected	to	exhibit	high	climate	
change	velocity	compared	with	mountainous	regions	 (Brito-	Morales	
et	al.,	2018;	Carroll	et	al.,	2015).	However,	we	found	that	the	existing	
topography	in	these	transition	zones	creates	substantial	thermal	het-
erogeneity	not	captured	by	gridded	climate	data	products.

4.1.2  |  Solar	radiation

Not	surprisingly,	we	found	an	important	influence	of	aspect	and	slope,	
via	differences	in	solar	radiation,	with	highly	exposed	slopes	being	up	
to	2.9°C	warmer	 than	 shaded	areas	 for	 summer	Tmax.	However,	 the	
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effect	was	 smaller	 than	what	 has	 been	 found	 in	mountain	 systems	
(Geiger	et	al.,	1995;	Gruber	et	al.,	2004;	Huang	et	al.,	2008;	Suggitt	
et	al.,	2011).	For	instance,	differences	of	6°C	in	mean	annual	tempera-
ture	between	the	north-		and	south-	facing	slopes	have	been	observed	
in	 steep	mountainous	 terrain	 (e.g.,	 Swiss	 Alps,	Gruber	 et	 al.,	2004),	
whereas	smaller	mountains	(~300	m	elevation	gradients)	have	shown	
differences	of	7°C	in	maximum	temperatures	and	1.3°C	in	mean	tem-
peratures	(Wales	and	England,	Suggitt	et	al.,	2011).	These	differences	
are	much	greater	than	what	we	found	and	may	be	related	to	the	shape	
of	the	topography	we	sampled,	which	can	influence	wind	turbulence	

and	the	dynamics	of	cold	and	warm	air.	Relatedly,	differences	in	climate	
conditions,	 steepness	 of	 elevational	 gradients,	 and	 instrumentation	
can	also	 lead	 to	steeper	 temperature	gradients	 (Geiger	et	al.,	1995). 
Perhaps,	most	 importantly,	 the	angle	of	a	 slope	 influences	 the	solar	
radiation	difference	between	aspects	and	probably	explains	much	of	
the	difference	between	results	found	here	and	those	from	studies	in	
more	rugged	terrain.	Finally,	these	differences	could	also	be	related	to	
differences	in	radiation	shielding	(Maclean	et	al.,	2021;	Terando	et	al.,	
2017)	and	the	efficacy	of	our	shielding	versus	simpler	approaches	(see	
Suggitt	et	al.,	2011	for	more	details).

F I G U R E  6 The	effect	of	different	topographic	and	vegetation	variables	on	the	absolute	difference	in	summer	Tmax	between	ClimateNA	
and	iButton	readings	(i.e.,	TDifference = TClimateNA–	TiButton).	Positive	values	indicate	that	iButton	measurements	were	higher	than	ClimateNA	
measurements.	Points	represent	absolute	differences	between	the	two	sources	at	the	iButton	station;	the	regression	line	represented	the	
average	difference	with	95%	confidence	intervals.	The	horizontal	black	line	indicates	no	difference	between	ClimateNA	and	iButtons.	Only	
significant	variables	at	α =	0.05	are	presented
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4.1.3  |  Topographic	wetness

We	 did	 not	 find	 an	 effect	 of	 topographic	 wetness	 on	 maximum	
temperatures	 for	 the	 summer	period,	but	we	 found	evidence	 that	
it	 decreased	 winter	 minimum	 and	 mean	 temperatures.	 The	 com-
pound	 topographic	 index	 (CTI)	 is	 a	 proxy	 for	 among	 other	 things	
soil	water	accumulation	associated	with	topography	(Gessler	et	al.,	
1995;	 MacMillan	 et	 al.,	 2000).	 In	 moisture-	limited	 systems,	 such	
as	ours,	decreased	soil	moisture	 should	 lead	 to	 increased	 summer	
temperatures	via	reduced	evapotranspiration	(Schwingshackl	et	al.,	
2017;	Seneviratne	et	al.,	2010).	The	fact	that	we	did	not	observe	this	
effect	may	be	due	to	the	digital	elevation	model	(DEM)	proxy	used,	
which	does	not	consider	soil	texture	or	other	aspects	of	water	stor-
age	capacity.	Furthermore,	CTI	 is	scale-	dependent	and	DEM	reso-
lution	 influences	 the	 catchment	 area	 upstream	and	 leads	 to	more	
irregular	flow	pathways,	which	ultimately	affects	calculated	indices	
(Sørensen	&	Seibert,	 2007).	The	negative	 relationship	with	winter	
temperatures	that	we	found	suggests	the	potential	for	cold-	air	pool-
ing	in	low-	lying	areas.	However,	it	is	important	to	note	that	CTI	is	a	
relative	metric,	in	the	sense	that	ravines	at	higher	elevations	can	still	
have	high	CTI	and	likewise	lower	elevation	areas	can	have	low	CTI.

4.1.4  |  Terrain	roughness

We	 found	 some	 evidence	 that	 local	 terrain	 variability	may	 affect	
temperatures	 at	 local	 scales	 because	 the	 topographic	 roughness	
index	(TRI)	decreased	summer	Tmax,	Tmean,	and	Trange.	Roughness	in-
creases	air	motion	and	leads	to	greater	vertical	and	horizontal	mix-
ing	of	air	due	 to	differential	heat	of	 slopes	 locally,	which,	 in	 turn,	
can	reduce	temperature	extremes	 (high	and	 low)	near	the	surface	
(Gloyne,	1967).	Our	results	suggest	that	air	mixing	may	be	reducing	
both	maximum	 and	minimum	extremes	 and	 that	 even	 the	 limited	
amounts	of	terrain	roughness	found	in	river	valleys	and	boreal	hills	
can	partially	buffer	extremes	in	temperature.	However,	it	is	impor-
tant	to	note	that	the	effects	of	terrain	roughness	can	be	quite	local-
ized,	particularly	considering	wind	dynamics	in	complex	topography	
(e.g.,	Helbig	et	al.,	2017).	Consequently,	 iButtons	could	be	experi-
encing	 high	 degrees	 of	 variation	 in	 local	 temperature	 due	 to	 dif-
ferential	winds,	 even	 though	we	detected	 lower	 temperatures	on	
average	(Wood	&	Mason,	1993).

4.1.5  |  Landform

Relative	to	other	 landforms,	 the	temperature	was	generally	 lower	
in	incised	valleys	during	the	summer,	but	we	did	not	observe	lower	
winter	minimum	temperatures	 in	valley	bottoms,	relative	to	other	
landforms.	We	did	find	a	positive	effect	of	elevation	on	the	mini-
mum	temperature	in	the	winter,	suggesting	that	winter	temperature	
inversions	 are	 common	 in	 larger	 valleys.	 However,	 our	 landform	
categories	 considered	 a	 variation	 of	 neighboring	 cells	 at	 a	 small	
scale	 (300-	m	 radius	 around	 each	 pixel).	 Therefore,	 “valleys”	 and	

“ridgetops”	represent	small	ravines	and	coulees	that	are	less	prone	
to	 temperature	 inversions.	 Rather	 they	 are	 likely	 associated	with	
topographic	shading,	leading	to	negative	effects	on	local	tempera-
tures	overall.

4.1.6  |  Vegetation	cover

Our	results	examining	the	effect	of	vegetation	cover	partially	sup-
ported	 previous	 studies,	 in	 that	 surrounding	 forest	 cover	 led	 to	
decreased	mean	temperatures	in	summer	and	increased	minimum	
temperatures	 in	winter	 (e.g.,	De	 Frenne	 et	 al.,	2021).	 Consistent	
with	 other	 studies	 from	 boreal	 forests	 (as	 summarized	 by	 De	
Frenne	 et	 al.,	 2021),	 we	 found	 a	 stronger	 positive	 buffering	 ef-
fect	on	winter	minimum	temperatures	compared	to	summer	mean	
temperatures.	This	could	be	at	 least	partly	explained	by	the	type	
of	 shielding	we	used	 for	our	 iButtons,	which	 is	 very	effective	 at	
blocking	 direct	 solar	 radiation	 and	 can	 be	 slightly	 biased	 toward	
cooler	 temperatures	 in	 forested	 environments	 relative	 to	 com-
mercially	available	shielding	(Holden	et	al.,	2013).	Interestingly,	we	
found	that	broadleaf	vegetation	cover	had	positive	effects	on	sum-
mer	temperature	maxima.	This	could	be	the	result	of	the	moisture-	
limited	conditions	that	characterize	the	boreal–	parkland–	grassland	
transition	zone	(e.g.,	Koster	et	al.,	2004;	Seneviratne	et	al.,	2010) 
because	 the	 cooling	 effects	 by	 evapotranspiration	 decrease	
under	moisture-	limited	conditions	(Davis	et	al.,	2019).	Deciduous-	
dominated	areas	may	be	drier	 than	coniferous	vegetation,	which	
may	reflect	in	warmer	temperatures	(Martin-	Guay	et	al.,	2022).	In	
addition,	 forest	cover	 in	 the	prairie	and	parkland	portions	of	our	
study	area	is	closely	associated	with	north-	facing	slopes,	which	we	
found	to	be	an	important	negative	predictor	of	maximum	tempera-
ture	(via	the	solar	radiation	metric	we	used),	so	the	effect	may	be	
captured	within	that	variable.

Canopy	 structure,	 including	 height	 and	 tree	 age,	 as	 well	 as	
moisture,	has	been	proposed	as	 important	factors	promoting	the	
cooling	of	local	climates	(De	Frenne	et	al.,	2021;	Milling	et	al.,	2018; 
Renaud	&	Rebetez,	2009;	von	Arx	et	al.,	2012).	Moreover,	the	can-
opy	 energy	 balance	 in	 boreal	 forests	 displays	 different	 patterns	
depending	on	forest	composition.	Coniferous	forest	canopies	have	
higher	 aerodynamic	 roughness	 relative	 to	 deciduous	 dominated	
forests,	which	could	lead	to	a	decrease	in	air	temperature	locally	
(Blanken	et	 al.,	2001;	McCaughey	et	 al.,	 1997).	Although	we	did	
not	measure	 local	canopy	cover,	this	agrees	with	our	results	that	
increasing	levels	of	surrounding	coniferous	and	mixedwood	forest	
had	a	negative	effect	on	summer	Tmean.	In	addition,	forested	plots	
can	retain	heat	within	the	understory	by	blocking	outgoing	 long-
wave	 radiation	at	night,	 thereby	exhibiting	higher	minimum	tem-
peratures	relative	to	treeless	areas	(Davis	et	al.,	2019;	De	Frenne	
et	al.,	2021).	Although	we	found	that	the	surrounding	forest	cover	
buffered	minimum	annual	 temperatures	 (i.e.,	winter	Tmin),	we	did	
not	 find	a	diurnal	buffering	of	minimum	 temperature	 in	 summer,	
suggesting	 that	 other	 factors	 like	 topographic	 shading	may	have	
been	overriding.
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4.2  |  Mapped local climate and comparison 
with ClimateNA

Compared	to	a	downscaled	gridded	climate	product	(ClimateNA),	our	
estimates	 showed	 a	 similar	 regional	 pattern	 of	 air	 temperature	 but	
highlighted	the	thermal	heterogeneity	of	the	landscape.	Elevation	had	
mostly	no	noticeable	 influence	on	 the	difference	between	 the	 two	
sources	of	data	 in	 summer,	which	 suggests	 that	 they	are	 capturing	
similar	 lapse	rates	and	regional	patterns	 in	warm	months.	However,	
iButton	data	indicated	a	larger	reduction	in	winter	minimum	and	aver-
age	temperatures	at	higher	elevations,	suggesting	winter	temperature	
inversions	that	are	not	captured	in	ClimateNA	(e.g.,	Figures	S10	and	
S11).	Locally,	 the	magnitude	of	 the	difference	between	the	two	es-
timates	was	greatest	in	areas	where	iButton	data	predicted	warmer	
temperatures	(i.e.,	exposed	and/or	non-	forested	slopes),	but	smaller	
where	our	estimates	predicted	cooler	 temperatures	 (i.e.,	areas	with	
high	topographic	shading).	Since	local	climates	are	a	result	of	the	ef-
fects	of	 local	 ecosystem	 functioning	and	 landscape	properties	 that	
modify	the	climate	at	larger	scales	(mesoclimate;	Bailey,	2009;	Chen	
et	al.,	1999;	Geiger	et	al.,	1995),	gridded	climate	products	do	not	cap-
ture	the	resulting	thermal	nuances	in	the	landscape.

We	also	observed	 a	 substantial	 effect	 of	 latitude	on	 the	dif-
ference	 between	 ClimateNA	 and	 iButton	measurements	 (gener-
ally	positive	 in	summer	and	negative	 in	winter).	Such	differences	
may	 be	 related	 to	 the	 negative	 relationship	 between	 elevation	
and	 latitude	 in	 Alberta.	 Another	 possibility	 is	 the	 fact	 that	 we	
centered	our	solar	radiation	potential	variable	at	a	single	latitude	
(see	Methods	section)	and	solar	radiation	decreases	with	latitude,	
which	could	be	driving	the	difference	with	our	northern	sites.	Of	
course,	 estimates	 from	either	 source	 of	 data	may	 have	 inherent	
biases	 derived	 from	 different	 instrumentation	 (weather	 stations	
vs.	 local	 climate	 sensors;	 Ashcroft,	 2018).	 For	 instance,	 differ-
ences	 in	Tmean	between	 the	 two	products	were	 smaller	 than	dif-
ferences	in	Tmin	and	Tmax,	suggesting	either	that	iButtons	are	more	
susceptible	to	temperature	extremes	(Maclean	et	al.,	2021)	or	that	
ClimateNA	 overestimates	 them.	 iButton	 warm	 biases	 could	 be	
considerable	in	open	environments	if	heat	shields	are	not	properly	
equipped	(Maclean	et	al.,	2021),	although	we	do	not	believe	that	
was	an	 issue	 in	our	study,	given	the	effectiveness	of	the	Holden	
et	al.	 (2013)	 shield	design.	Acknowledging	 these	 limitations,	 it	 is	
clear	 that	 interpolated	climate	products	 such	as	ClimateNA	can-
not	fully	describe	the	thermal	heterogeneity	that	has	implications	
for	 climate	 change	 adaptation	 at	 local	 and	 regional	 scales	 (e.g.,	
Greenwood	et	al.,	2016).

4.3  |  Implications for climate change adaptation

Overall,	we	found	evidence	that	 the	combined	effects	of	 local	 to-
pography	 and	 vegetation	 exerted	 a	 substantial	 influence	 on	 local	
temperatures.	Also,	 their	 impact	was	 comparable	 in	magnitude	 to	
the	 cooling	 effect	 of	 elevation,	 even	 in	 the	moderate	 topography	
of	the	boreal–	parkland–	prairie	transition	zone.	Notably,	some	of	the	

topographic	 and	vegetation	effects	 analyzed	may	promote	 a	 level	
of	cooling	that	falls	within	near-	term	climate	change	projections	for	
this	 region.	We	 found	 that	areas	with	a	 low	 incidence	of	 solar	 ra-
diation,	 such	as	north-	facing	 slopes	and	 incised	 ravines,	may	have	
maximum	temperatures	that	are	up	to	0.7°C	and	2.9°C	cooler	than	
surrounding	areas	during	 summer,	whereas	 terrain	 roughness	may	
further	 contribute	 1.62°C.	 Furthermore,	we	 found	 that	 sites	with	
greater	levels	of	surrounding	coniferous	and	mixed	forest	cover	can	
experience	 local	 mean	 summer	 temperatures	 that	 are	 nearly	 1°C	
cooler	than	open	sites,	supporting	the	notion	that	the	inherent	local	
buffering	capacity	of	 forests	might	be	on	 the	 same	order	of	mag-
nitude	 as	 expected	 future	warming	 (Frey	 et	 al.,	 2016).	 Combined,	
the	 buffering	 capacity	 of	 topographic	 and	 vegetation	 effects	may	
be	comparable	to	the	expected	~2°C	increase	by	2050	and	~3°C	by	
2100	in	the	boreal	plains	(Price	et	al.,	2013).	Boreal	species	that	can	
shift	to	or	persist	in	these	cooler	areas	might	be	able	to	compensate	
for	regional	warming.

A	contemporary	example	of	this	cooling	effect	is	the	presence	
of	 coniferous	 forest	 patches	 on	 north-	facing	 slopes	 in	 central	
Alberta,	at	the	 limit	of	drought	tolerance	for	boreal	trees.	These	
patches	 are	 relict	 populations	 of	 boreal	 forests	 that	 once	 occu-
pied	the	southern	part	of	the	region	(e.g.,	Hampe	&	Jump,	2011). 
Thus,	 they	may	be	analogs	 for	how	the	current	boreal	 forests	 in	
the	north	may	be	distributed	in	the	future	under	climate	change.	
In	other	words,	 the	norm	across	northern	Alberta	could	become	
patches	 of	 coniferous	 and	mixed	 forest,	 mainly	 on	 north-	facing	
slopes	and	other	sheltered	sites,	interspersed	with	grassland	and	
open	 parkland.	 Conversely,	 south-	facing	 slopes	 and	 areas	 with	
low	 surrounding	 forest	 cover	 are	 more	 susceptible	 to	 warming	
and	 rapid	 climate	 change	 at	 the	 local	 scale.	Our	 results	 suggest	
that	the	combination	of	forest	cover	and	topographic	setting	has	
the	 potential	 to	 buffer	 the	 effects	 of	 near-	term	 climate	 change,	
although	 the	 level	of	 future	persistence	 is	uncertain	 (De	Frenne	
et	al.,	2021;	De	Lombaerde	et	al.,	2022;	Lembrechts	&	Nijs,	2020; 
Zellweger	et	al.,	2020).

Our	 results	 provide	 empirical	 support	 for	 topographically	 and	
vegetation-	mediated	temperature	variation	that	may	result	in	refu-
gia	for	forest-	associated	species	under	a	warming	climate	(Stralberg	
et	 al.,	2020).	 Understory-	dwelling	 plants	 and	 animals	 could	 bene-
fit	 directly	 from	canopy	 shading,	whereas	 birds	 and	other	wildlife	
can	 benefit	 from	 forest	 patches	 retained	 by	 cooler	 conditions,	
which	could	be	used	as	stepping	stones	as	their	climate	niches	shift	
northward	 with	 continued	 climate	 change.	 With	 the	 adoption	 of	
conservation	measures	and	targeted	forest	management	practices,	
topographically	 sheltered	 forest	 stands	may	 serve	 as	 “slow-	lanes”	
that	buffer	the	negative	effects	of	climate	change	in	the	short	term	
and	provide	safe	havens	in	the	long	term	(Morelli	et	al.,	2020).	Such	
practices	could	include	the	implementation	of	riparian	buffers,	stra-
tegic	retention	patches,	and	afforestation	(Greenwood	et	al.,	2016). 
Conservation	 and	 management	 strategies	 that	 target	 refugia	 and	
the	landscape	features	that	promote	them	can	serve	as	efficient	in-
vestments	for	short-		and	long-	term	conservation	goals	in	a	changing	
climate.
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