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ABSTRACT

Methods that can randomly introduce mutations in
the microbial genome have been used for classical
genetic screening and, more recently, the evolution-
ary engineering of microbial cells. However, most
methods rely on either cell-damaging agents or dis-
ruptive mutations of genes that are involved in accu-
rate DNA replication, of which the latter requires prior
knowledge of gene functions, and thus, is not easily
transferable to other species. In this study, we devel-
oped a new mutator for in vivo mutagenesis that can
directly modify the genomic DNA. Mutator protein,
MutaEco, in which a DNA-modifying enzyme is fused
to the �-subunit of Escherichia coli RNA polymerase,
increases the mutation rate without compromising
the cell viability and accelerates the adaptive evolu-
tion of E. coli for stress tolerance and utilization of
unconventional carbon sources. This fusion strategy
is expected to accommodate diverse DNA-modifying
enzymes and may be easily adapted to various bac-
terial species.

GRAPHICAL ABSTRACT

INTRODUCTION

Methods for in vivo mutagenesis have enabled significant
advances in the fields of life sciences, biotechnology, and
medicine. One group of tools, including the clustered reg-
ularly interspaced palindromic repeat/caspase 9 (CRISPR-
Cas9) system (1,2) and its congeners, such as base editors
(3–5) and prime editors (6), edit a narrow region of genomic
DNA using use their precise DNA-targeting ability. The
main goal of these genome editing tools is to introduce a de-
sired DNA sequence into the target DNA region, and they
exhibit great potential for biotechnological and therapeutic
applications that require the precise disruption or correc-
tion of DNA sequences (7). The other group of in vivo mu-
tagenesis tools aims to generate mutations at random sites
in a gene or genome to promote the directed evolution of
biomolecules or the adaptive evolution of cells with desired
properties (8). These in vivo mutagenesis tools support si-
multaneous DNA diversification and selection in cells, re-
sulting in the continuous directed evolution of proteins or
cells during growth (8).

Adaptive laboratory evolution (ALE) is a powerful
method for studying the molecular mechanisms of adap-
tive evolution of cells and engineering microbial cells for
biotechnological applications (9,10). Although traditional
ALE relies on spontaneous mutations in the genome dur-
ing serial passages of microbial cells, several reports demon-
strated that hypermutation induced by mutator strains
could accelerate the adaptive evolution of cells (11–16).
These results are in agreement with the observation that
the mutator phenotype is enriched in the bacterial pop-
ulation that undergoes adaptation to a new environment
(17,18). High mutation rates, however, may reduce cell via-
bility through the rapid accumulation of deleterious muta-
tions (19), thus hampering the proper selection of adapted
cells (20,21). Therefore, the efficient ALE of microbial cells
may require an in vivo mutagenesis method that confers
moderate mutation rates.

Various methods have been developed for genome mu-
tagenesis. Mutagenic compounds and ultraviolet irradia-
tion have been used in classical genetic screens, but their
application in ALE is limited because of the additional
damage to cellular components (22,23). Deletion of genes
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involved in DNA mismatch repair or proofreading pro-
cesses induces mutations during DNA replication, but suf-
fers from uncontrolled mutagenesis even when mutagenesis
is not required (24–26). Although the ectopic expression of
dominant-negative variants of these genes grants the tem-
poral control of mutagenesis (11–14,16,27), these variants
function as mutators only in the original species and the
same strategy can be applied to other microbial species only
when the orthologs and their dominant-negative variants
have been identified (12,13,16).

Here, we report a new in vivo mutagenesis method that
does not rely on dominant-negative variants of genes in-
volved in high-fidelity DNA replication. We envisioned that
direct DNA modification by enzymes, such as base deam-
inases, might provide a versatile method that can be ap-
plied to various microbial species. Although the expres-
sion of cytidine deaminase was previously shown to only
marginally increase the mutation rates (27,28), we found
that the chimeric mutator protein, in which a cytidine deam-
inase is fused to the �-subunit of Escherichia coli RNA poly-
merase (RNAP), accelerated the mutation to the level that
supports efficient ALE of E. coli without reducing the cell
viability. We showed that the strain expressing this muta-
tor could develop the tolerance to chemical stress and the
utilization of the unconventional carbon sources more ef-
fectively than the wild-type cells.

MATERIALS AND METHODS

Materials

All PCR experiments were conducted with KOD Plus neo
DNA polymerase (Toyobo, Japan). T4 polynucleotide ki-
nase and T4 DNA ligases were purchased from Enzynomics
(South Korea). Plasmids and DNA fragments were puri-
fied with LaboPass™ plasmid DNA purification kit mini,
LaboPass™ PCR purification kit, and LaboPass™ Gel ex-
traction kit (Cosmogenetech, South Korea). Sequences of
the cloned genes were confirmed by Sanger sequencing
(Macrogen, South Korea). Antibiotics (ampicillin, chlo-
ramphenicol, kanamycin, and tetracycline), arabinose, and
IPTG were purchased from LPS solution (South Korea).
Carbon sources were obtained from Sigma-Aldrich (D-
tartrate, #147-71-7; erythritol, #149-32-6; sucrose, #57-
50-1; ethylene glycol, #29810; L-lyxose, #1949-78-6; 2-
deoxy-D-glucose, #205-823-0; D-(+)-cellobiose, #528-50-7)
and Acros (monomethyl succinate, #3878-55-5; 2-deoxy-D-
ribose, #533-67-5; L-sorbose, #87-79-6).

Gene cloning and E. coli strain construction

Escherichia coli strains, plasmids, and primers used in this
study are listed in Supplementary Tables S1–S3, respec-
tively. Genes for Petromyzon marinus cytidine deaminase
(PmCDA1) and the XTEN linker were obtained from the
plasmid expressing eMutaT7 (pHyo094) (29). Genes for
E.coli RNAP subunits were obtained from E. coli genomic
DNA. Genes for deaminase-linker (PmCDA1-XTEN) and
E. coli RNAP subunits were linked by overlap extention
PCR (30). Linker variant plasmids were constructed using
the site-directed mutagenesis PCR method (31). For nonna-
tive carbon source evolution experiments, the arabinose in-

duction system was replaced with the tetracycline induction
system amplified from the plasmid pSY013 and the IPTG
induction system amplified from pET28b, respectively. For
sucrose utilization experiments, the plasmid containing the
csc genes (cscA, cscB and cscK) were purchased from Ad-
dgene (#63918).

Escherichia coli W3110 GE �ung (the reference strain,
cGE048) was used in all evolution experiments. cGE048 was
constructed by homologous recombination method (32).
The wild-type ung gene in W3110 GE was replaced by the
kanamycin resistance gene.

Cell culture for in vivo mutagenesis

Three biological replicates of strains harboring a mutator
plasmid were grown overnight in LB medium with chloram-
phenicol (35 �g/ml). On the next day, the overnight culture
(3.5 �l) was passed into a new fresh LB medium (350 �l)
supplemented with arabinose (0.2%) and chloramphenicol
(35 �g/ml) in 96-deep well plate (Bioneer, South Korea) at
37◦C with shaking. Bacterial cells were diluted every 4 h and
the growth cycle was repeated up to 120 rounds. At the end
of each cycle, a fraction of cells were taken and stored at
−80◦C with 20% glycerol.

Rifampicin resistance test

10-fold serial dilutions of cells using LB medium were
placed on LB-agar plates either without or with rifampicin
(50 �g/ml). After 16 h at 37◦C, the number of colonies
on the plates was counted to calculate the fraction of cells
that develop rifampicin resistance. To compare various mu-
tators, overnight cultures of the reference strain carrying
no plasmid, pGE143 (MutaEco), MP1 or MP6 were di-
luted 100-fold in LB supplemented with chloramphenicol
(35 �g/ml) and arabinose (0.2%) except for the reference
strain carrying no plasmid, and incubated at 37◦C for 16
h. Ten-fold serial dilutions of cells were placed on LB-agar
plates either with or without rifampicin (100 �g/ml) and in-
cubated for 16 h. The number of colonies were counted to
determine the rifampicin resistance frequency.

Viability test

Overnight cultures of the reference strain carrying no plas-
mid, pGE143 (MutaEco), MP1 or MP6 were diluted 100-
fold in LB supplemented with chloramphenicol (35 �g/ml)
except for the reference strain carrying no plasmid, and al-
lowed to grow to log phase (OD600 = 0.2–0.5) at 37◦C. Cells
were diluted 106-fold and 200 �l of the diluted cells were
placed on LB-agar plates supplemented with or without
arabinose (0.2%). After overnight growth at 37◦C, the num-
ber of colonies on these plates were counted to determine
the relative cell viability.

Competition assay

Competition assay was performed by daily dilution after
growth with the mixture of the reference strains express-
ing MutaEco or MP1. Five biological replicates were grown
overnight in LB medium with antibiotics. On the next day,
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the MutaEco-expressing cells and the MP1-expressing cells
were mixed, diluted (1:100) in a fresh medium with antibi-
otics and arabinose (0.2%), and subjected to the ethanol
stress. Cell growth was monitored by OD600 using M200
microplate reader (TECAN, Switzerland) and cultures were
diluted (1:100) in a fresh medium. The level of each stress
was gradually increased. After the 216-h adaptive evolution
(5% EtOH), the cells were streaked on agar plates to select
single clones for colony PCR. Two pairs of primers specific
to the MutaEco- or MP1-expressing plasmids were used to
amplify two different sizes of DNA products. PCR products
were examined by electrophoresis with 1% (w/v) agarose
gel. Ten colonies were checked for each sample (n = 5).

Antibiotic resistance test

After 120 rounds of the growth-dilution cycle, the evolved
cells were 10-fold serially diluted using LB medium and
placed on LB-agar plates containing no antibiotic, ri-
fampicin (50 or 100 �g/ml), carbenicilin (30 �g/ml), ce-
fotaxime (5 �g/ml), streptomycin (30 �g/ml) or tetracy-
cline (10 �g/ml). After 16 h at 37◦C, the number of colonies
on the plates was counted to determine the resistance fre-
quency.

Whole genome sequencing

The genomic DNA of the evolved cells and the W3110 GE
strain were extracted with genomic DNA prep kit
(BIONEER, South Korea). Samples were then prepared
and sequenced by Macrogen using the manufacturer’s
reagents and protocol to determine the mutation pat-
tern. DNA was quantified using Quant-IT PicoGreen
(Invitrogen, USA). The 2 × 151 paired-end sequencing
libraries were prepared using TruSeq DNA Nano sample
preparation kit (Illumina, Inc., San Diego, CA, USA),
and then sequenced using Novaseq™ (Illumina; operated
by Macrogen). After sequencing, FastQC (v0.11.5) was
performed in order to check the read quality. Trimmomatic
(v0.36) (33) was used to remove adapter sequences and
low quality reads in order to reduce biases in analysis.
Filtered data were mapped using BWA (v0.7.17) (34) with
algorithm to the reference genome in NCBI Reference
Sequence database (Macrogen protocol).

The following criteria were set to analyze the mutation
pattern of the evolved cells (cycle #120). The analysis was
performed in positions with depth not smaller than 3000.
The ung gene and genes that exist in the mutator plasmid
(araC, rpoA, rrl) were excluded from the analysis. Substi-
tutions with a frequency under 0.2% were discarded. Only
those presenting the mutation frequency of 0.2% or higher
were subjected to the mutation pattern analysis.

RNA sequencing

We extracted RNA from the W3110 GE (wild-type strain)
using NucleoSpin RNA kit (MACHEREY-NAGEL, Ger-
many). RNA quality and quantity were assessed using the
UV absorbance ratio. RNA sequencing was performed by
Macrogen using the manufacturer’s reagents and protocol.
Sample libraries were independently prepared by Illumina

TruSeq Stranded mRNA Sample Prep Kit (Illumina, Inc.,
San Diego, CA, USA, #RS-122-2101). Indexed libraries
were then submitted to Illumina NovaSeq (Illumina, Inc.,
San Diego, CA, USA; operated by Macrogen), and the
paired-end (2 × 100 bp) sequencing was performed. The ref-
erence genome sequence of E. coli str. K-12 substr. W3110
(GCF 000010245.2) and annotation data were downloaded
from the NCBI. After alignment, HTSeq v0.10.0 (35) was
used to assemble aligned reads into transcripts and to es-
timate their abundance. It provides the relative abundance
estimates as RPKM values (reads per kilobase of transcript
per million mapped reads) of transcript and gene expressed
in each sample.

Statistical analysis of high-throughput sequencing data

For high-throughput sequencing data (Figure 2), Mann–
Whitney test (unpaired Wilcoxon test) was used to assess the
significance of the mutation frequency caused by the Mu-
taEco system. Calculation was conducted using Graphad
prism5. Statistically significance were determined with P
values defined as *P < 0.05, **P < 0.005, ***P < 0.001
for this experiment. For other data (Figures 1, 3–6, Supple-
mentary Figures S1, and S3–S6), we assumed the data will
follow normal distribution and performed Student’s t-test
conducted using Graphad prism5.

Adaptive evolution of stress tolerance

Adaptive evolution experiments were performed by daily
dilution after growth (the reference strain with or with-
out MutaEco expression). Three biological replicates were
grown overnight in LB medium with antibiotics. On the next
day, cultures were diluted (1:100) in a fresh medium with
antibiotics and arabinose (0.2%), and subjected to the fol-
lowing stresses; heat, isobutanol, or ethanol. Cell growth
was monitored by OD600 using M200 microplate reader
(TECAN, Switzerland) and cultures were diluted (1:100) in
a fresh medium. The level of each stress was gradually in-
creased by growing cultures at higher temperature or ap-
plying higher concentration of isobutanol or ethanol. The
cells grown at OD600 >0.5 with the highest amount of stress
were transferred to new media with the same or higher lev-
els of stress for the next round. At the end of evolution, a
fraction of cells were taken and stored at −80◦C. End-point
population samples were streaked on agar plates to select
single clones for phenotype assay. To test the stress toler-
ance, overnight cultures of the evolved cells and the refer-
ence strain were diluted with fresh media and subjected to
stress. Growth was monitored over the 12–24 h.

Evolution of the non-native carbon source utilization

During evolution experiments, strains were grown in M9
minimal media supplemented with glycerol (0–0.2%), a
non-native carbon source (0.2%) and anhydrous tetracy-
cline (50 ng/ml). The initial culture contained 0.2% glycerol
and was grown for 24 h. At the next round, the culture was
diluted (100-fold) to two independent cultures with fresh
media containing either the same or half amount of glyc-
erol, respectively. Only the culture that showed significant



e38 Nucleic Acids Research, 2022, Vol. 50, No. 7 PAGE 4 OF 12

BA EcoRNAP Alpha-PmCDA1
PmCDA1: Cytidine deaminase
EcoRNAP: E.coli RNA polymerase

C D

PmCDA1 EcoRNAP Subunit alphalinker

PmCDA1 EcoRNAP Subunit betalinker

PmCDA1 EcoRNAP Subunit beta primelinker

PmCDA1EcoRNAP Subunit alpha linker

PmCDA1EcoRNAP Subunit beta linker

PmCDA1EcoRNAP Subunit beta prime linker

α
α β

β`
PmCDA1

+

promoter terninator

mRNA

C to T

gene

Pm-α

Pm-β

Pm-β'

 α-Pm

 β-Pm

 β'-Pm

lo
g 

  (
R

ifa
m

pi
ci

n 
re

si
st

an
ce

 fr
eq

ue
nc

y)
10

lo
g 

  (
R

ifa
m

pi
ci

n 
re

si
st

an
ce

 fr
eq

ue
nc

y)
10

0 hr
80 hr
160 hr
240 hr

0 hr
80 hr
160 hr
240 hr

Cell
 only

Pm only
Pm-α

Pm-β
Pm-β'

α-P
m

β-P
m

β'-P
m

-7

-6

-5

-4

-3

-2

-1

0

Cell
 only

Pm only

Pm-7A
As-α

Pm-13
AAs-α

Pm-26
AAs-α

α-7A
As-P

m

α-13
AAs-P

m

α-26
AAs-P

m
-7

-6

-5

-4

-3

-2

-1

0

Figure 1. Design and characterization of the genome-targeting in vivo mutagenesis system. (A) Schematic illustration of the new system. The mutator, a
chimeric protein of a cytidine deaminase and a subunit of Escherichia coli RNA polymerase (RNAP), induces mutations during the process of transcription.
(B) Design of chimeric proteins for testing in vivo mutagenesis. Pm, Petromyzon marinus cytidine deaminase (PmCDA1); linker, an XTEN linker variant;
�, E. coli RNA polymerase subunit alpha; �, E. coli RNA polymerase subunit beta; �′, E. coli RNA polymerase subunit beta prime. (C, D) Rifampicin
resistance assay for testing the effects of different RNAP subunits (C) or linker lengths (D). Higher frequency of rifampicin resistance indicates higher
mutation rate. Cultures expressing the mutator were taken at several time points and placed on the agar plate in the presence or absence of rifampicin (50
�g/ml). Resistance frequency was calculated as the ratio of the colony numbers grown on plates with and without rifampicin. Data are presented as dot
plots with mean ± standard deviation (SD) (n = 3). * P < 0.05, ** P < 0.01, *** P < 0.001 by Student’s t-test.

growth (OD600 < 0.4) within 2 days with the lowest amount
of glycerol was used for next round of adaptive evolution.
Samples were periodically taken and stored at −80◦C for
later validation. The evolution experiments were concluded
once cells grew only in the presence of the non-native car-
bon source or the evolution time reached 1000 h. End-point
population samples were streaked on agar plates to select
single clones for validation.

Growth test of the evolved cells

Overnight cultures (2 ml) of the evolved cells (either as a
library or as a single clone) and the reference strain were
pelleted at 3800 × g and gently resuspended in M9 minimal
medium without a carbon source. The sedimentation and
resuspension were repeated twice to wash the cells of resid-
ual media. Cells were finally resuspended with 2 ml M9 min-
imal medium without a carbon source (0.2%), and diluted

100-fold to 350 �l of M9 minimal medium with a non-native
carbon source in the 96-deep well plate. Cultures were incu-
bated at 37◦C, and growth was monitored by OD600 using
microplate reader. For growth test on the solid media, the
washed cells were diluted to OD600 = 0.2 and 10-fold se-
rial dilutions were spotted on M9-agar plates supplemented
with glycerol (0.2%) or a non-native carbon source (0.2%).
After overnight growth at 37◦C, the number of colonies on
the plates were counted.

Whole genome sequencing and analysis of the sucrose-
utilizing cells

Two sucrose-utilizing strains (cGE051 and cGE052) and
one cheater strain (cGE050) obtained from the evolved
cells were subjected to whole genome sequencing. Ge-
nomic DNAs were extracted with genomic DNA prep kit
(BIONEER). Genomic DNA quality was assessed using
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Nanodrop UV absorbance ratios. Samples were then pre-
pared with TruSeq Nano DNA kit and sequenced on Il-
lumina Hiseq (Illumina, USA; operated by Macrogen) in
3 × 151 paired-end runs using the manufacturer’s reagents
and protocol to determine the mutation. The sequencing
and analysis processes are identical to the whole genome
sequencing described above.

RESULTS AND DISCUSSION

Cytidine deaminase fused to the �-subunit of E. coli RNA
polymerase promotes mutagenesis in vivo

Pioneered by the Shoulders group (36) and further explored
by several other groups (29,37–39), systems using a fusion
protein of cytidine deaminase and T7 RNAP have been
shown to be simple and efficient methods for gene-specific
in vivo mutagenesis. Inspired by these studies, we designed
a new mutator for genome targeting, the fusion of Petromy-
zon marinus cytidine deaminase (PmCDA1), which intro-
duces the G:C→A:T mutation, and a subunit of E. coli
RNAP. Previous reports demonstrated that PmCDA1 is the
most efficient deaminase in E. coli (40) and introduces mu-
tations to the target gene in vivo seven times faster than
rAPOBEC1 when it is fused to T7 RNAP (29,38). We rea-
soned that E. coli RNAP locates PmCDA1 in proximity to
single-stranded DNA, which is transiently generated during
transcription and is the main target of PmCDA1 (Figure
1A) (28,41–43).

To determine which subunit of E. coli RNAP creates an
efficient mutator upon fusion, we tested six chimeric pro-
teins in which PmCDA1 was fused to either the N- or C-
terminus of �, �, or �’-subunit of E. coli RNAP via a 13-
residue flexible linker (Figure 1B). We inserted the mutator
plasmids into the Δung strain, in which the ung gene en-
coding an uracil–DNA glycosylase (UDG) is deleted and
thus the deaminase-mediated G:C→A:T mutagenesis oc-
curs more efficiently (44), and induced the expression of fu-
sion proteins with arabinose. During 60 rounds of growth (4
h per round) and dilution (100-fold with fresh medium) in
batch cultures, we did not observe any detectable growth de-
fects of cells expressing various chimeric proteins, and thus,
we tested cells taken at different time points for rifampicin
resistance. Rifampicin, an inhibitor of �-subunit of E. coli
RNAP, is often used to monitor random mutagenesis in the
genome, because its resistance is easily developed by var-
ious point mutations in the target protein (45). Although
the early mutation event is likely to be amplified and thus
to skew the resistance frequency in this experiment, the re-
sults showed that the chimeras fused to �-subunit (Pm-�
and �-Pm) generally developed rifampicin resistance faster
than those fused to any other subunits (Figure 1C). We also
found that cells expressing Pm-� or �-Pm showed much
higher resistance frequency (>104 fold for cells grown for
240 h) than those expressing PmCDA1 alone, indicating
that the covalent linkage of PmCDA1 to RNAP signifi-
cantly enhances its mutagenesis efficiency.

To optimize the linker length, we tested fusion proteins
with a 7-, 13- or 26-residue linker at the N- or C-terminus of
�-subunit of RNAP. We found that the variant containing
C-terminal PmCDA1 and the longer linker (�-26AAs-Pm)
showed a slightly higher (∼10-fold) resistance frequency

than those with the 13-residue linker (Figure 1D). There-
fore, we used �-26AAs-Pm, which we named MutaEco, for
the rest of the experiments in this study. We also tested cells
that underwent 60 additional growth cycles (total 480 h of
growth) for resistance against various antibiotics, and found
that cells expressing MutaEco generally showed higher re-
sistance frequency than those expressing PmCDA1, sug-
gesting a higher mutation rate of MutaEco compared to
PmCDA1 at multiple loci in the genome (Supplementary
Figure S1).

Whole genome sequencing indicates deaminase-dependent
mutagenesis

To examine the dependence of the higher mutation rate on
the cytidine deaminase, we sequenced genomic DNA from
a mixed pool of cells that underwent 480-h in vivo mutage-
nesis with MutaEco using the Illumina method, in which
the average depth was ∼5525. To properly discern the mu-
tations from sequencing errors, we also sequenced a single
clone of the wild-type strain (W3110 GE) with which we
constructed the Δung strain (the reference strain) and per-
formed the in vivo mutagenesis experiments. W3110 GE is
a W3110-based strain, but whole genome sequencing re-
vealed additional single nucleotide substitutions and indels,
which were not included in our mutational analysis (Sup-
plementary Table S4). We found 1,002 and 3,608 sites in
which the frequency of variant calling (putative mutation)
was at least 0.2% (more than ∼10 variant calling) from
the wild-type strain and the mutagenized cells, respectively
(Supplementary Figure S2A). The analysis of these puta-
tive mutations suggests that the function of PmCDA1 is in-
deed critical for the MutaEco-mediated in vivo mutagenesis.
First, the number of G:C→A:T mutation sites in the mu-
tagenized cells (2581 sites) was ∼17-fold higher than that
in the wild-type strain (154 sites), whereas the number of
sites for other types of mutations showed <1.3-fold dif-
ference between the two samples (Supplementary Figure
S2A). Furthermore, the G:C→A:T mutation sites had a
significantly higher average mutation frequency in mutage-
nized cells (2.13% for 2581 sites) than those in the wild-type
strain (0.87% for 154 sites; Figure 2A). Among 1,027 sites
with over 0.2% frequency of the other types of mutations
in the mutagenized cells, 64% overlapped with those found
in the wild-type strain, suggesting that they largely present
position-specific sequencing errors (Supplementary Figure
S2A). Second, the mutation hotspot analysis revealed that
the mutator had a low level of preference for the target se-
quence, but the preferred sequence pattern, pyrimidine-C-
purine (YCR), is very similar to eMutaT7, in which the
same cytidine deaminase PmCDA1 was used as the DNA-
modifying enzyme (Figure 2B) (29). Collectively, we believe
that MutaEco mainly introduces the G:C→A:T transition
mutation in the genome using the PmCDA1 deaminase.

These G:C→A:T mutations with 0.2% or higher muta-
tion frequencies were found throughout the E. coli genome
(Supplementary Figure S2B). Considering the direction
of genes, the numbers of the C→T and G→A muta-
tions and their average mutation frequencies were very
similar (Supplementary Figure S2C), suggesting that Mu-
taEco behaves differently from MutaT7, in which the C→T
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Figure 2. Whole genome sequencing data indicate the deaminase-dependent mutagenesis. (A) Frequency of all possible types of substitution shown in the
wild-type strain and the cells that underwent 480-h in vivo mutagenesis in the presence of MutaEco. Only those with 0.2% or higher mutation frequency
are shown. *** P < 0.001 by Mann–Whitney’s t-test. (B) Preferred sequence for the mutator. Frequencies of the C-to-T mutation at specific C positions
were used to generate the sequence logos (WebLogo, http://weblogo.berkeley.edu).

mutations dominate (29). We also performed RNA se-
quencing with the total mRNA isolated from the wild-type
strain, but found no significant correlation between the ex-
pression level and the mutation level of individual genes
(Supplementary Figure S2D). This may be because other
factors also affect the stable accumulation of mutations or
the mutation rate of this mutator is simply too low to gener-
ate significant correlation; only about 2400 G:C→A:T mu-
tation sites (approximately one mutation per 2,000 bases in
the genome, or 0.5 mutation per gene) had mutation fre-
quencies above 0.2% in this sample.

MutaEco mediates faster adaptive evolution under stress

Next, we tested MutaEco for the ability to develop cellular
tolerance to stress. First, we evolved bacterial tolerance to
ethanol (EtOH), which is one of the most common biofuels.
The genetic basis of EtOH tolerance in E. coli has been thor-
oughly studied (46–52). We tested the growth of two or three
parallel cultures in a rich medium with different amounts
of EtOH, of which the cells grown at OD600 >0.5 with the
highest amount of EtOH were diluted to new media with
the same or higher amounts of EtOH for the next round
of growth (Figure 3A for representative schemes). Three in-
dependent cultures of the reference strain with or without
the mutator expression displayed divergent paths at a rela-
tively early stage (60 h; 5% EtOH), and the tolerance gap
(∼1% EtOH) established at ∼100 h was largely maintained
throughout the rest of the 1008-h long (186 generations)
evolution (Figure 3A and B). The final tolerance level of
the mutator-expressing cells was higher (up to 8%) than that
of cells without the mutator (up to 6.85%), which was fur-

ther confirmed by better growth of the mutator-expressing
cells in media containing 5–8% EtOH (Figure 3C). This rate
of EtOH tolerance development is comparable to or higher
than those reported in the previous study (15). The evolu-
tion of EtOH tolerance in a minimal medium showed a sim-
ilar superiority of the mutator; the evolved cells were toler-
ant to up to 7% EtOH with the mutator and 6% without the
mutator (Supplementary Figure S3).

Second, we performed similar experiments using isobu-
tanol (i-BuOH). The major divergence of adaptive paths
was observed between 400 and 600 h, and the final tolerance
levels after 936-h evolution (∼180 generations) were up to
3% i-BuOH with the mutator and 2.4% without the muta-
tor (Figure 3D). The evolved cells with the mutator grew
better than those without the mutator in media containing
1–3% i-BuOH (Figure 3E). Finally, we evolved heat toler-
ance in a rich medium; the tolerance level with the muta-
tor reached a temperature of 47◦C in 60 h and was almost
saturated at 47.7◦C in 204 h (Supplementary Figure S4).
None of the three independent cultures without the expres-
sion of the mutator survived the same path, and the evolved
cells grew better than the reference strain at temperatures
of 45◦C or above (Supplementary Figure S4). Collectively,
MutaEco promoted faster adaptive evolution for tolerance
against chemical and heat stress.

To compare MutaEco with other mutator systems for the
ability to promote adaptive evolution, we selected MP1 and
MP6, inducible mutagenesis systems based on the expres-
sion of multiple mutator genes, including those disrupting
the DNA proofreading or repair system (dnaQ926, dam,
seqA and ugi), mediating translesion mutagenesis upon ul-
traviolet light or chemical mutagens (umuD’, umuC and

http://weblogo.berkeley.edu
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D
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Figure 3. MutaEco promotes faster adaptive evolution of E. coli for tolerance against chemical stresses. (A) Schemes of the evolutionary pathway of the
reference strain for ethanol tolerance with (left) or without (right) the mutator expression. Each number indicates the ethanol concentration (w/v) in
media. (B, D) Trajectories of adaptive evolution for ethanol (B) or isobutanol (D) tolerance (n = 3). Individual data points indicate the maximal chemical
concentrations at which the cells show substantial tolerance (final OD600 > 0.5). (C, E) Final optical density of the evolved cells (red) or the reference strain
(blue) that were grown at 37◦C for 12 h in the Luria-Bertani (LB) medium containing indicated concentrations of ethanol (C) or isobutanol (E). Data are
presented as dot plots with mean ± SD (n = 3). * P < 0.05 and ** P < 0.01 by Student’s t-test.

recA730), or promoting the C→T transition mutations
(cda1) (27). MutaEco had a mutation rate 47- and 995-
fold slower than MP1 and MP6, respectively, but 70-fold
faster than the reference strain (Figure 4A). Cell viabilities
of MP6, MP1 and MutaEco showed significant reduction,
slight reduction, and no apparent reduction, respectively,
indicating that the mutation rates were inversely correlated
with cell viability (Figure 4B). We performed the adaptive
laboratory evolution for EtOH tolerance and found that
the tolerance of the MutaEco-expressing cells was generally
better at any time point than those expressing MP1 or MP6,
of which MP6-expressing cells stopped growing after 63 h
and MP1-expressing cells showed slower adaptation at an
early stage (<100 h) but resulted in a tolerance level similar
to MutaEco-expressing cells after 1000-h evolution (Figure
4C). Also, we conducted a competition experiment with the
MP1- and MutaEco-expressing strains. The 216-h adaptive
evolution for EtOH tolerance showed that the MutaEco-
expressing strain was significantly enriched in five indepen-
dent cultures (Supplementary Figure S5). This result sug-
gests that MutaEco promotes more efficient adaptive evo-
lution than MP1 and MP6, presumably because it has an
appropriate mutation rate that moderates toxicity but still
supports sufficient diversification.

Evolution of nonnative carbon source utilization

We further tested MutaEco for the ability to evolve new
strains that can grow solely on a non-native carbon source.
To avoid interference from arabinose, which is used to in-
duce the expression of MutaEco but can also be a carbon
source, we constructed a new mutator plasmid in which Mu-

taEco expression is induced by anhydrotetracycline. This
induction system developed rifampicin resistance at a rate
similar to that of the arabinose induction system (Supple-
mentary Figure S6). Previous reports demonstrated that
the enhancement of low-level side activities of preexist-
ing enzymes or transcription regulators by overexpression
or adaptive evolution could create novel metabolic path-
ways in E. coli (53–55). Based on these previous reports,
known native carbon sources of E. coli (56), and availability
of compounds, we selected ten non-native carbon sources
for our experiments: monomethyl succinate, D-lyxose, 2-
deoxy-D-ribose, D-tartrate, ethylene glycol, L-sorbose, su-
crose, erythritol, 2-deoxy-D-glucose, and cellobiose (Sup-
plementary Figure S7A). Previous reports have success-
fully identified E. coli variants that could utilize the first
five compounds as the sole carbon source (53–55). We ini-
tially grew the reference strain either with or without Mu-
taEco expression in minimal media containing 0.2% glyc-
erol and 0.2% nonnative carbon source. In the next round
of batch cultures, we tested two nutrient conditions in which
glycerol was either the same or half the amount of the
mother culture, but the concentration of the nonnative car-
bon source was maintained at 0.2% throughout the evo-
lution experiments (Supplementary Figure S7B). The cells
grown at OD600 >0.4 with the lowest amount of glycerol
in 24 or 48 h were used for the next round of batch cul-
tures. 1000-h-long evolution experiments resulted in three
different groups of compounds, which showed different lev-
els of divergence between the cells that expressed and did
not express MutaEco. MutaEco-expressing cells grew with-
out glycerol (monomethyl succinate), with no more than 4-
fold less glycerol (D-tartrate, ethylene glycol and sucrose),



e38 Nucleic Acids Research, 2022, Vol. 50, No. 7 PAGE 8 OF 12

*
***

n.s

*** ***

***

lo
g 

   
(R

ifa
m

pi
ci

n 
re

si
st

an
ce

 fr
eq

ue
nc

y)
10

A B

C

0 500 1000

4

6

8

Time(hr)

Et
ha

no
l %

 (v
/v

)

refenrence strain
reference strain + MutaEco
reference strain + MP1
reference strain + MP6

Refe
ren

ce
 

str
ain + M

utaE
co

+ M
P1

+ M
P6

Refe
ren

ce
 

str
ain + M

utaE
co

+ M
P1

+ M
P6

0

50

100

150

R
el

at
iv

e 
ce

ll 
vi

ab
ili

ty
 (%

)

-8
-7
-6
-5
-4
-3
-2
-1
0

Figure 4. Comparison of MutaEco and other in vivo mutagenesis systems. (A) Rifampicin resistance frequency of cells grown for 16 h at 37◦C with the
expression of no mutator, MutaEco, MP1 or MP6. Data are presented as dot plots with mean ± SD (n = 3). *** P < 0.001 by Student’s t-test. (B) Relative
viability of cells expressing no mutator, MutaEco, MP1 or MP6. Data are presented as dot plots with mean ± SD (n = 3). * P < 0.05 and *** P < 0.001
by Student’s t-test. (C) Trajectories of adaptive evolution of cells expressing no mutator (blue), MutaEco (red), MP1 (black), or MP6 (green) for ethanol
tolerance (n = 3).

or with the same or half the amount of glycerol (the rest of
compounds; Supplementary Figure S7C).

We tested the evolved cells for growth in fresh medium
containing only the relevant nonnative carbon source. Al-
though the cells evolved with monomethyl succinate, D-
tartrate, ethylene glycol, sucrose or erythritol showed bet-
ter growth than the reference strain (Supplementary Fig-
ure S8A), only those with monomethyl succinate or sucrose
maintained proper growth in subsequent rounds of culture
(Supplementary Figure S8B). Therefore, we proceeded to
further analysis of the cells that evolved with these two com-
pounds.

The evolutionary path with monomethyl succinate
showed relatively fast adaptation, as shown by the grad-
ual increase in final cell densities with single glycerol con-
centrations and successful cell growth without glycerol af-
ter the 320-h evolution (Figure 5A). The evolved cells also
grew on a solid medium containing 0.2% monomethyl suc-
cinate (Supplementary Figure S9A). We tested ten ran-
domly selected clones for growth in a medium containing
monomethyl succinate as the sole carbon source, and found
that they all grew fine, suggesting that the population of
cheaters, which alone does not grow on monomethyl succi-
nate but grow in a mixed population with the monomethyl
succinate-utilizing strains, is not significant (Figure 5B).
Previously, the utilization of monomethyl succinate as a sole
carbon source could be developed by the overexpression of

YbfF, an esterase enzyme, or a mutation in the promoter
region of ybfF (53,55). It was believed that this mutation in-
creased the expression of ybfF (55). Thus, we sequenced the
ybfF region of three clones and found that all of them had a
mutation in the promoter region, indicating similar results
in our experiment (Figure 5C).

Evolution of sucrose utilization

The evolutionary path of sucrose unitization in our experi-
ment also showed a promising pattern, in which the final cell
densities increased over several rounds of growth with single
sucrose concentrations (Figure 6A). Although 1000-h evo-
lution resulted in cell growth (OD600 > 0.4) with 0.003%
glycerol and 0.2% sucrose in 48 h, the evolved cells, albeit
slowly, grew solely on 0.2% sucrose in 120 h (Supplemen-
tary Figure S8B). These evolved cells also grew on a solid
medium containing 0.2% sucrose (Supplementary Figure
S9B). Previously, the sucrose utilization in E. coli was devel-
oped by introducing the sucrose-utilizing csc genes (cscB,
cscK and cscA) (57,58), and, to our knowledge, our result
is, albeit with a low growth rate, the first example of su-
crose utilization in E. coli without these csc genes. We ran-
domly selected ten clones for the growth test on a sucrose-
only medium, and found that they had different growth phe-
notypes: three clones did not grow, indicating they were
cheaters (Figure 6B). We chose two clones that grew well
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on sucrose (cGE051 and cGE052) and one cheater clone
(cGE050), and determined their genome sequences using
the Illumina method. As expected, cGE051 and cGE052
shared 11 mutations, including five silent mutations and
six missense mutations in hcr, gadX, ilvH, nadR, pcnB, and
rcsB, out of a total of 13 and 17 mutations, respectively
(Supplementary Table SS5), whereas cGE050 had only two
mutations in common with the other two strains out of the
total 16 mutations (Figure 6C). It is not clear how these mu-
tations lead to sucrose utilization because these six genes in
which the common missense mutations were found do not
encode any candidate transporter or hydrolase (Figure 6C).
We also found that the combination of the mutations in the
evolved cells and the sucrose-utilizing csc genes resulted in
faster growth or higher final densities of cells on the sucrose-
only media (Supplementary Figure S10). Collectively, our
mutator protein successfully evolved an E. coli strain that
grew solely on sucrose and enhanced the efficiency of su-
crose utilization when combined with the sucrose-utilizing
csc genes.

In conclusion, by adapting the previously reported fusion
strategy, we have developed a new mutator protein to gen-
erate mutations in the bacterial genome. We demonstrated
that the chimeric protein, in which a DNA-modifying en-
zyme is linked to the transcriptional machinery, could intro-

duce mutations at a higher rate than the DNA-modifying
enzyme alone, thereby promoting the faster adaptive evo-
lution of cells. MutaEco has several advantages over pre-
viously established inducible mutator proteins: First, Mu-
taEco does not require a dominant-negative variant of
proteins that function in accurate DNA replication, but
is a simple fusion of an exogenous DNA-modifying en-
zyme with a subunit of the RNA polymerase complex.
Because the bacterial RNAP complex is highly conserved
(42,59), this strategy may be easily applicable to other bac-
terial species. Second, MutaEco is a modular mutator, in
which the cytidine deaminase directly modifies the DNA
and the �-subunit of RNA polymerase helps target the
genomic DNA; therefore, the mutation spectrum of Mu-
taEco, which is currently limited to transition mutations,
may be expanded by using other DNA-modifying enzymes.
Recently, a new mutation system using the fusion of an
ssDNA binding protein and a cytidine deaminase was re-
ported for genome evolution in Saccharomyces cerevisiae
(60). Although we tested our mutator in the Δung strain,
an uracil–DNA glycosylase inhibitor from a Bacillus sub-
tilis bacteriophage, UGI, has been shown to inhibit UDGs
from various species including Bacillus subtilis, E. coli, Sac-
charomyces cerevisiae, rat and human, by binding the con-
served DNA-binding groove of UDG (61,62). Therefore,
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we believe that UGI expression in trans or as a fused pro-
tein can be used instead of the UDG deletion in E. coli or
other bacteria. We believe that MutaEco is not only useful
for the evolutionary engineering of microbial cells, but can
also be used as a reference to develop novel methods for in
vivo DNA engineering.
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