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Abstract Credit card fraud is a growing problem nowa-

days and it has escalated during COVID-19 due to the

authorities in many countries requiring people to use

cashless transactions. Every year, billions of Euros are lost

due to credit card fraud transactions, therefore, fraud

detection systems are essential for financial institutions. As

the classes’ distribution is not equally represented in the

credit card dataset, the machine learning trains the model

according to the majority class which leads to inaccurate

fraud predictions. For that, in this research, we mainly

focus on processing unbalanced data by using an under-

sampling technique to get more accurate and better results

with different machine learning algorithms. We propose a

framework that is based on clustering the dataset using

fuzzy C-means and selecting similar fraud and normal

instances that have the same features, which guarantees the

integrity between the data features.

Keywords Under-sampling technique � Fuzzy C-means �
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1 Introduction

In the beginning of March 2020 many countries have

decided to perform a lockdown to reduce the spread of

COVID-19 virus, shops temporarily closed but purchasing

over internet has continued and the number of online

purchasing transactions has increased dramatically. Ama-

zon has announced on its website that during the crisis

customer’s purchases have dramatically increased like

never before [1, 2]. The COVID-19 pandemic forced

everyone to adapt and shift towards online shopping, this

kept everyone’s health safe during the pandemic. Online

shopping has become the most suitable and reliable method

of purchasing since it limits physical interactions and keeps

customers’ health safe. According to [3], A survey had

been conducted in 9 countries including about 3700 con-

sumers, finding that the crisis has forever changed online

shopping behaviors and concluding that traditional pur-

chasing will never be the same after COVID-19. The

COVID-19 pandemic is likely to have a permanent effect

on shopping and it has increased the share of e-commerce

in total retail [4].

Fraudsters are taking advantage of the COVID-19 pan-

demic by developing their strategies and finding new

loopholes, they have been very quick to adapt new tech-

niques to create fraudulent transactions. According to the

European Central Bank [5] every year billions of Euros are

lost due to credit card fraud transactions. These statistics

are an indication that financial institutions’ loss due to

fraud is a major problem. Fraud detection systems (FDS)

play a crucial role in securing financial institutions and

minimizing the risk of financial loss. Whatever the

implemented FDS is, fraudsters will keep finding out a new

loophole [6]. Thus, keeping enhancing and investing in
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FDS is a must, that is the challenge for all financial

institutions.

To this end, it is important to identify the factors that

affect the performance of credit card FDSs and find a

strategy to improve and enhance the detection process. One

of the crucial issues that needs more study in FDS is the

dataset class imbalance issue. The Dataset is considered to

be unbalanced when the classes are not equally represented

in the dataset. In credit card datasets, the number of

fraudulent transactions is much less than the number of

normal transactions [7–9]. This is a common issue in the

fraud detection process because the common case is a

legitimate transaction and the less to happen is a fraudulent

transaction.

The problem of the unbalanced distribution ratio of the

two classes resides in that the standard algorithms such as

logistic regression perform very well according to the

majority class [10], as a result of that the minority class

gets neglected and the algorithm treat it as a noise [11].

This means that in fraud detection process the machine

learning (ML) trains the model according to the majority

class. To overcome this issue, many techniques and algo-

rithms have been implemented to reduce the gap between

the two classes. Some methods were implemented to

increase the number of instances in the minority class by

randomly replicating the instances, which is called over-

sampling [7, 11, 12] and the other methods were used to

reduce the instances in the majority class which is called

under-sampling [7].

The under-sampling technique can be implemented

using the Random Under-Sampling (RUS) approach. This

approach works by randomly removing transactions from

the majority class to delete from the training set [6]. Since

transactions are deleted randomly, the probability of

removing critical or important transactions is high, result-

ing in a loss in the performance of the detection process. To

tackle this problem, we propose a framework based on

clustering the dataset first and then resampling it using our

proposed Similarity-Based Selection (SBS) process to help

improve the performance and accuracy of the detection

process.

The primary contribution in this paper involves building

an intelligent model to overcome the class imbalance issue

and the problems of RUS. We propose a framework that

makes an improvement in the sampling technique to

improve the performance and the accuracy of the detection

process. Our framework is based on clustering the dataset

using fuzzy C-means and then selecting similar fraud and

normal instances that have the same features. Thus, our

framework will not only solve the problems of RUS, but

also guarantees the similarity and the integrity of the data

features.

The rest of the paper is organized as follows: Sect. 2

describes the most related work to the problem, Sect. 3

illustrates our methodology, Sect. 4 demonstrates our

experiment and results, and Sect. 5 concludes the paper.

2 Related work

Imbalanced dataset is a very critical problem in ML

because it degrades the classifier performance and the

minority class guessed as noise or outliers. The techniques

to deal with imbalanced datasets can be done on the Data

Level Technique (DLT), Algorithm Level Technique

(ALT), or on Ensemble Learning-based Technique (ELT)

[13, 14]. In DLT, the resampling process is performed to

balance between the minority and majority class before

training on a classifier. In ALT, traditional classification

algorithms are modified to deal with unbalanced datasets

either by modifying cost or weights. Finally, the ELT that

combines the performances of multiple classifiers to make

predictions [15, 16]. This section briefly reviews a few

recent works that deal with imbalanced datasets.

DLT can be mainly divided into two different types:

under-sampling and oversampling. under-sampling tech-

niques aim to obtaining a balanced dataset by eliminating

the instances of the majority class from the training set [7].

In other hand, Oversampling techniques aim to obtaining a

balanced dataset by increasing the number of minority

class by producing new synthetic samples [10].

There are many studies in the literature that used the

DLT to deal with imbalanced datasets, for instance, RUS

where balance is achieved though random elimination of

the majority class [17], and Under-Sampling Based on

Clustering (SBC) Where balance is achieved by dividing

the dataset into several clusters, then, randomly selects a

sufficient number of samples of the majority class from

each cluster [18]. Another Under-Sampling technique

called Condensed Nearest Neighbor (CNN), this technique

eliminates the majority class samples that are sufficiently

far from decision boundary because these are considered to

be less relevant to learning [19]. Similarly, the Tomek links

(TL) have also been employed to eliminate the majority

class samples since, if two samples form a TL, then either

one of these is noise or both instances are borderline [20].

There are many techniques that used under-sampling, other

than those mentioned above like One-sided selection (OSS)

[21], Neighborhood Cleaning Rule (NCL) [22], and Dis-

tance-based Under-Sampling (DUS) [23]. More recently,

G. Rekha and A. Tyagi in [24] proposed a Cluster-Based

Under-Sampling Using Farthest Neighbor technique

(CBUFN), this technique eliminates the majority class by

calculated the average distance of minority class instances

and then selected the majority class based on the Euclidean
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distance. They adopted K-means for clustering with k value

varies between 3 and 5. In another study, Guo and Wei in

[25] proposed a hybrid technique based on clustering and

logistic regression for imbalanced learning. In the proposed

technique, clustering was used to partition samples of the

majority class into clusters. Vuttipittayamongkol and Elyan

in [26] present Under-Sampling method based on Recur-

sive Neighborhood Searching (URNS), this method work

to maximize the visibility of the minor class by reducing

the bias using an overlap-based under-sampling method.

The main sampling method was done recursively by

identifying the overlapped negative instances depending on

their k nearest neighbors.

On the other hand, there have been attempts to deal with

this problem by using oversampling techniques, such as the

Synthetic Minority Oversampling Technique (SMOTE)

[27] which considered one of the most widely used and

effective methods. SMOTE generates synthetic data,

according to the similarities between the minority class

samples by using k Nearest Neighbors (kNN) of each of the

minority samples. Although the main disadvantage of this

technique is the synthetic data samples may overlap with

the majority class samples. To deal with this point, there

are a lot of researchers worked to extend the original ver-

sion of SMOTE. For instance, SMOTE-TL [17], SMOTE-

ENN [28], Borderline SMOTE [29], MSMOTE [30], VFC-

SMOTE [31] and etc.

In other studies, the two techniques were used together

to deal with this problem. For instance, researchers in [32]

enhanced the performance of Borderline-SMOTE tech-

nique. The (DBMUTE) proposed algorithm was a new

under-sampling algorithm that removes major class

instances with low distance motivated by the Borderline-

SMOTE. Distance here is defined withing a density func-

tion that identify the shortest path between each major class

instance and the centroid of minority class cluster. Hence,

the insignificant instances that obscure the classification

boundaries are removed. The algorithm aimed to delete the

major class instances in dense minor regions.

In ALT, the classification algorithms are developed to

learn from the minority class [33]. For instance, Kernel-

Boundary Alignment (KBA) [34], Confusion Matrix based

Kernel LOGistic Regression (CM-KLOGR) [35], and the

author in [36] proposed a class rectification loss (CRL) to

avoid the dominant effect of majority class by discovering

small number of sampled boundaries of minority class.

One of the most popular techniques used to deal with

imbalance dataset, is the ELT which work by learning from

many ML classifier to produce improved results. There are

three types used to define this technique: Bagging, Boost-

ing, and Random Forest. Bagging methods aim to enhance

classification accuracy and mitigate the variance by

selecting and re-using data [37, 38]. Boosting methods aim

to enhance the overall accuracy and prediction power of

learning algorithms by following a sequential re-classifi-

cation process [39]. Random forest is an ELT that is an

extension of bagging technique of decision tree can be used

both for regression and classification [40, 41].

In this study, we proposed new Under-Sampling tech-

nique based on similarity between the minority and

majority classes using Fuzzy C-Means clustering method-

ology to extract a useful set of samples from the majority

class. This technique was applied to a high imbalance

dataset of credit card fraud detection in order to select the

similar fraud and normal instances that have the same

features. This will improve the process of selecting

instances to get rid of the majority class other than Under-

sampling techniques.

3 Methodology

To effectively tackle the problem of RUS that may result in

loss of the performance of the detection process, in this

paper, we propose a framework based on clustering and

selecting similar instances. This framework will not only

solve the problems of RUS, but also guarantees the simi-

larity of the data features, which is challenging to the

algorithm to learn from. In other words, the framework we

propose makes an improvement in the sampling technique

to improve the performance and the accuracy of the

detection process. The proposed framework carries out the

problem of class imbalance by using Fuzzy C-means

clustering approach which provides a robust set for the

sampling step. The clustering step guarantees the grouping

of the instances based on similarity of their features. After

clustering phase is done, we use our own sampling tech-

nique that is based on selecting and combining the

instances that have similar features according to the desired

ratios. Eventually, this helps in reducing the removing of

relevant and important data that is caused when using the

RUS approach. The proposed SBS framework is described

in detail in Fig. 1.

After the dataset is balanced, the dataset is divided into

training set and testing set. This framework uses four ML

algorithms namely: ANN, LR, KNN, NB along with

python as the implementation language.

In this Section, Sect. 3.1 describes the dataset that is

used in this paper. Section 3.2 describes the dataset pre-

processing and features selection. Section 3.3 presents an

overview of the clustering algorithm that was used in this

paper. Section 3.4 presents our proposed SBS technique.

Finally, Section 3.5 describes the training and testing sets

for the ML models. Figure 2 explains the flow diagram of

SBS.
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3.1 Dataset description

The dataset that is used in this paper is acquired from

Kaggle [7]. The dataset contains real transactions collected

from European cardholders in September 2013. Table 1

shows the information of the dataset. As shown in Table 1,

the dataset is highly unbalanced.

3.2 Dataset pre-processing and feature selection

In the original dataset, there are 31 features in total.

According to the relation between the features and to

ensure that SBS is performed on features that do really

affect the classification process, some features have been

removed from the model. ‘Time’, ‘Class’ and ‘Amount’

have been removed because we do not want these features

to affect the classification process. The number of features

is reduced to 28 features and the dataset is ready for the

clustering phase.

3.3 Fuzzy C-means clustering

Clustering is an approach of grouping the data according to

certain conditions [42]. Fuzzy C-means clustering is a ML

clustering method that divides the dataset into two or more

clusters. The aim of this process is to group the dataset

according to transactions similarities, where each cluster

contains the transactions that have similar features. In this

clustering method each transaction is assigned to a cluster

based on the similarity which represents the distance

between the instance and the cluster center [43]. The

transactions that are as similar as possible are combined in

the same cluster while the transactions that belong to other

clusters are as dissimilar as possible. This increases the

similarity among all the transactions within the same

cluster and reduces the dissimilarity. In this paper, the

number of generated clusters is being affected by the total

number of instances, according to the following equation:

Number of clusters ¼ k � number of instancesð Þ;
where k is the desired ratio:

ð1Þ

First, the minor class instances are denoted as Cminor and

the major class instances are denoted as Cmajor. Since the

Fig. 1 The proposed similarity-

based selection framework

Fig. 2 Flow diagram of SBS
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minor class is the class of interest, the number of clusters is

calculated based on instances in Cminor. See (2)

Thus;Number of clusters ¼ k � Cminor: ð2Þ

We apply this equation to Cminor, there are 492 instances

in Cminor and we choose to reach 10% of Cminor in each

cluster. This means we get five clusters each with 10% of

the Cminor denoted as DS1, DS2, DS3, DS4, DS5.

3.4 Dataset resampling

After the clustering phase is done, in which similar data

instances are grouped in one cluster. It is now the time to

get the balanced dataset from the clusters, to be used as an

input for the different classification models. This step

describes in detail the proposed SBS technique that is

based on instances similarity selection. In this paper, the

data instances are distributed in three portions: 50:50,

34:66, 25:75 as (fraud: normal).

Since each cluster contains the instances that have the

same features, we apply SBS technique that works by

selecting a fraud instance and its nearest similar normal

instance, starting from the center of the cluster, and doing

the same towards the boundaries. We select the instances

starting from cluster 1 till cluster 5, and this is repeated

until we get the desired ratio. For example, in ratio 50:50,

the selection technique works by selecting instances from

Cmajor and Cminor as 1:1, a fraud and a normal instance, that

have the same features, until we get the desired ratio.

Finally, we get three balanced portions of the dataset

with different ratios (50:50, 34:66, 25:75), where each

portion contains a representative portion of every cluster

guaranteeing the similarity of the features between the

transactions and guaranteeing the avoidance of dissimilar

transactions.

After the dataset is balanced, the balanced dataset is

divided into two portions: 70% for the training set, and

30% for the testing set, and then the ML algorithms

namely: ANN, LR, KNN, NB are used to train the models.

4 Results and discussion

This section will show the discussion of the experimental

results applying our methodology to the mentioned dataset

[7]. The experimental results have been implemented using

Python. They have also been executed using Intel (R) Core

i5 CPU with 8.0 GB of RAM and 2.40 GHz processor with

Windows 10 64-bits Operating System. In this paper, four

ML algorithms are tested on the original dataset, and on the

balanced datasets obtained by our SBS technique. To

benchmark SBS performance, we compared the obtained

results among RUS [6], and CBUFN [24].

To ensure the fairness of comparison, the dataset has

been distributed in three proportions, which are taken as

follows: Class A: (50% fraud, 50% normal), Class B:(34%

fraud, 66% normal), and Class C:(25% fraud, 75% normal)

(to ease the comparison with [6]).

In this paper, the performance measure of our method

(SBS) is investigated on six evaluations metric including:

Accuracy (ACC), Precision (P), F-Measure (F), Sensitivity

(SEN), Specificity (SPE), and Area Under the ROC curve

(AUC).

4.1 Experiment results for balancing techniques

In this research a comparison will be applied between the

original dataset (without sampling), RUS, and CBUFN

using LR, KNN, and NB. Table 2 shows that the original

dataset is superior in accuracy compared with all the

mentioned under-sampling techniques, but this thing is

misleading because the used dataset is considered very

highly imbalance. The high accuracy is normal because the

number of non-fraud cases is very large [44]. Looking at

other measures, such as Precision and F-Measure, as shown

in Table 2, the original dataset was very low compared

with the other under-sampling technique. On the other

hand, we notice from Table 2 in Class A that the accuracy

is close to all balancing methods using LA, and we note

using NB shows relative superiority compared to the oth-

ers. Also, we note the distinction of our method from the

rest of the methods using the kNN, where the accuracy is

improved by 30.9% when using RUS, and 14.41% when

using CBUFN.

Table 3 confirms that our method is superior to the rest

of methods, as we note sensitivity increased by 28.82%,

24.65%, and 14.64% over RUS, and CBUFN, respectively.

One of the explanations for KNN superiority is that KNN

uses similarity measures to select the nearest instances

[45, 46] and SBS selects the similar instances in the

dataset, which helps the ML algorithms to learn better.

Finally, our method clearly outperformed using ANN,

where the accuracy reached 0.943.

As shown in Table 3, when we applied SBS technique to

the balanced dataset with 34% fraud: 66% normal, we

noticed a significant improvement in the results compared

Table 1 Description of dataset
No. of instances No. of normal cases No. of fraudulent cases Normal (%) Frauds (%)

284,807 284,315 492 99.828% 0.172%
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to the other methods, especially in the sensitivity, which

increased significantly by 82.8%, 27.86%, and 6.6% when

we applied kNN over RUS, and CBUFN respectively,

which indicates that SBS is very efficient at predicting the

true positives correctly. We notice from the graphical

representation in Figs. 3, 4 and 5, that our proposed model

(SBS) achieved the best performance in the three different

ratios. As we notice from these figures a high convergence

in the results in SBS in terms of accuracy, F-measure, and

Sensitivity in the different ML algorithms. In other hand,

we note a divergence between the results of different

algorithms in CBUFN, and RUS.

In Class C, we balanced the dataset by increasing the

percentage of normal cases to 75%, as we note from

Table 2 and 3, the results continued to rise in most of the

performance measures in which we tested our method in

comparison with the other methods. It is also noticeable

that SBS method made the results close to the different ML

algorithms as shown in Fig. 5.

4.2 Discussion of results for SBS

In this part, we will further explain the results of SBS

technique by comparing the results between different ML

algorithms that were used in this paper. We note from

Table 2 that ANN algorithm has outperformed the rest of

the ML algorithms, where the classification accuracies

were 0.943, 0.9517, and 0.966 as compared to 0.929, 0.95,

and 0.963 for LR, for Class A, B, and C, respectively. This

is because ANN contains a large number of free parame-

ters, weights and biases between interconnected neurons

and other variables, which gives them flexibility to fit very

complex data [44]. In addition, the decision limits of ANN

are very flexible, and the powerful representation of hidden

Table 2 Calculated accuracy, precision, and F-measure

Dataset distribution Under-sampling method LR NB kNN ANN

ACC P F ACC P F ACC P F ACC P F

Original dataset Without sampling 0.999 0.785 0.810 0.998 0.557 0.695 0.998 0.620 0.700 0.999 0.763 0.822

Class A RUS 0.912 0.951 0.913 0.854 0.959 0.846 0.679 0.701 0.694 0.909 1.000 0.889

CBUFN 0.922 0.925 0.922 0.862 0.942 0.848 0.777 0.820 0.761 0.912 0.930 0.910

SBS 0.929 0.944 0.928 0.892 0.975 0.882 0.889 0.891 0.888 0.943 0.958 0.942

Class B RUS 0.923 1.000 0.875 0.902 1.000 0.836 0.681 0.544 0.508 0.933 0.905 0.902

CBUFN 0.924 0.968 0.878 0.924 0.902 0.887 0.816 0.754 0.716 0.938 0.969 0.903

SBS 0.950 0.985 0.921 0.926 0.975 0.882 0.922 0.896 0.884 0.952 0.957 0.927

Class C RUS 0.959 0.991 0.909 0.915 0.979 0.789 0.832 0.642 0.692 0.949 0.899 0.899

CBUFN 0.961 0.937 0.921 0.929 0.827 0.865 0.816 0.601 0.68 0.951 0.954 0.896

SBS 0.963 0.957 0.923 0.941 0.945 0.873 0.937 0.894 0.872 0.966 0.964 0.930

Table 3 Calculated Sensitivity, Specificity and Area Under the ROC

Dataset distribution Under-sampling method LR NB kNN ANN

SEN SPE AUC SEN SPE AUC SEN SPE AUC SEN SPE AUC

Original dataset Without sampling 0.838 0.999 0.919 0.926 0.999 0.962 0.804 0.999 0.902 0.892 0.999 0.946

Class A RUS 0.878 0.949 0.914 0.757 0.964 0.86 0.687 0.669 0.678 0.818 1.000 0.909

Cluster based 0.919 0.926 0.922 0.770 0.953 0.862 0.710 0.845 0.777 0.892 0.932 0.912

SBS 0.912 0.946 0.929 0.804 0.96 0.892 0.885 0.892 0.889 0.926 0.96 0.943

Class B RUS 0.777 1.000 0.888 0.718 1.000 0.859 0.477 0.789 0.633 0.899 0.951 0.925

Cluster based 0.804 0.986 0.895 0.872 0.951 0.911 0.682 0.885 0.784 0.845 0.986 0.915

SBS 0.865 0.993 0.929 0.804 0.990 0.897 0.872 0.948 0.910 0.899 0.979 0.939

Class C RUS 0.839 0.997 0.918 0.664 0.995 0.829 0.405 0.861 0.663 0.899 0.966 0.932

Cluster based 0.905 0.980 0.943 0.905 0.937 0.921 0.750 0.860 0.805 0.845 0.986 0.916

SBS 0.892 0.986 0.939 0.811 0.984 0.898 0.851 0.966 0.909 0.899 0.989 0.944
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layers helps to make the right decision. For NB and kNN

algorithms, they have lower accuracy compared to ANN

and LR, but not too far from them.

Table 2 Shows precision results which answer how

many of those records in the balanced dataset labelled by

the system as fraud are actually fraud. It appears that kNN

got less precision with 0.891, 0.896, and 0.894. Then LR

with 0.944, 0.985, and 0.957. Then ANN with 0.958,

0.9568, and 0.964. Finally, NB got higher precision in class

A with 0.975, 0.975 in Class B, and 0.945 in class C. From

this we conclude that the results of the ANN and kNN were

more consistent across the different classes.

Fig. 3 Class B Results. a Accuracy. b F-measure. c Sensitivity

Fig. 4 Class A Results. a Accuracy. b F-measure. c Sensitivity

Fig. 5 Class C Results. a Accuracy. b F-measure. c Sensitivity
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Table 3 especially in the specificity indicates the quality

that determines how good the test is in avoiding false

alarms and shows that all algorithms that we used were

able to avoid this with high efficiency, especially in Class

C. Where the ANN was the highest with 0.989, 0.986 for

LR, 0.984 for NB, and 0.966 for kNN.

5 Conclusion

In this paper, we investigated the problem of imbalanced

credit card dataset, the study work was carried out with the

purpose of finding the best under-sampling technique that

gets rid of the RUS problem and guarantees better results.

We propose a framework (SBS) to solve the problem of

imbalanced class distribution by using Fuzzy C-means. The

performance of the experiment is compared with other

methods to emphasize the power of SBS technique and to

prove it’s superiority. SBS aims to solve the problem of

RUS and guarantees the similarity and integrity of the

instances’ features. In the future work, we will continue to

research on the basis of enhancing the proposed framework

to achieve better and optimal results, which can give better

performance in dealing with imbalanced credit card

dataset.
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