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1  Introduction

Human beings rely heavily on plants for their survival. Other 
than providing us with food and oxygen, few of them also 
possess medicinal qualities which heal many diseases. Pres-
ence of antibacterial activity in 12 Indian Medicinal Plants 
provide an inspiration to develop drug compounds for human 
health [1] which can be put into therapeutic uses like con-
trolling diarrhoea, nervous disorders, leprosy, leukoderma 
among others. Medicinal plants have been an active topic 
of research for a long time now as the medicines made out 
of them are available at cheaper costs and have no possible 
side effects. Few plants also possess anti-colorectal cancer 
properties which tend to provide better outcome than the 
current chemotherapy treatments [2]. Medicines obtained 
from plants also proved to be effective when battling with 
COVID-19 pandemic [3] and with disease like obesity [4]. 
Research on-going in the field of deriving medicines from 
medicinal plants, throws light on another important aspect 
which is the automatic detection of medicinal plants, that 
can make the common man easily identify plants growing in 
their vicinity and make utmost use of them for their health 
benefits. Though, plants can be identified using any plant 
part which includes stem, fruit, bark the leaf has been widely 
used due to its availability in all seasons [5].

Machine learning makes use of image features to distin-
guish one class/species of leaves from another. Leaf image 
has color, texture, venation, and shape features. The feature 
vector can be constructed by exclusively considering shape, 
texture, venation, or using the combination of one or more 
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features. Once the leaf image features are extracted and the 
relevant feature vector is obtained, it is input into the clas-
sifier to classify the image into its species. Different feature 
extraction and classification techniques used in recent years 
is discussed [6]. Another aspect of Artificial Intelligence, 
called deep learning imitates the human brain to recognize 
patterns in images and to distinguish 1 class of images from 
another.

In this paper, we have explored transfer learning and 
ensemble learning to distinguish medicinal leaf images 
into 30 classes. The transfer learning approach makes use 
of existing knowledge to solve problems in other fields 
[7]. It has been widely used in image recognition, where 
the Convolutional Neural Network models pre-trained on 
high-end GPUs can classify objects into 1000 classes. This 
knowledge attained by these networks can be transferred for 
medicinal leaf image recognition. We have trained 3 models 
namely MobileNetV2, Inception V3, and ResNet50 on the 
medicinal leaf dataset and evaluated their efficiency, and 
then finally used ensemble learning which is based upon 
using the weighted averages of the component models. We 
have divided the paper as follows: Sect2 presents the litera-
ture associated with deep learning in the field of automatic 
detection of medicinal leaves. Section 3 shows the proposed 
Ensemble deep learning based framework. Section 4 pre-
sents the analysis, conclusion, and results. Section 5 presents 
the experiments and results and Sect6 consists of conclusion 
and future scope.

2 � Related work

The Convolutional Neural Network extracts low-level fea-
tures from the leaf image, followed by mid-level and then 
the class-specific features at the final layer [8]. The features 
learned, reflect not only the shape but also the structural 
divisions, leaf tip, and base, margin types, etc. The experi-
ments were conducted with whole leaf image and venation 
patches, concluding that global features were more visible in 
whole leaf images, while venation patterns formed the basis 
for differentiation in the patch images. The authors also build 
a hybrid feature extraction model where the CNN archi-
tecture was divided into two networks: a local and global 
network and then combining features using early and late 
fusion before classifying using a softmax classifier. Deep 
learning was used for the classification of three types of 
legumes namely red bean, soybean, and white beans [9]. The 
authors extracted a central patch from the vein segmentation 
obtained from the RGB image of the leaf and then used two 
experimental setups for species identification.

CNN as a feature extractor, with a machine learning 
classifier Random Forest or Logistic Regression, was 
employed to recognize different flower species [10]. The 

results showed that deep learning proves to be more accu-
rate compared to handcrafted feature extraction methods. 
In another hybrid approach the authors utilized an autoen-
coder to achieve weights and then fine-tune another CNN 
on top of it [11]. The classification was performed by the 
Support Vector Machine (SVM) layer at the end of the 
network. Thus, they proved that this combination resulted 
in better accuracy compared to SVM alone and the com-
bination of SVM and Autoencoder as well as the com-
bination of CNN and SVM. An automatic Identification 
CNN called the D-Leaf was proposed [12]. For compari-
son, features were extracted from pre-trained, finetuned 
AlexNet and the d-leaf and classifiers used were Artificial 
Neural Network (ANN), SVM, k-NN, Naïve Bayes, and 
the CNN. It was observed that when the features were 
extracted from the proposed d-Leaf architecture and the 
classification was done using ANN, a testing accuracy of 
94.88% was obtained. The proposed model was also cross-
validated and tested on the freely available datasets and the 
validation performance of > 93% accuracy was observed.

A valuable contribution to the field of automatic detec-
tion of leaves in their natural habitats used deep learning 
where the authors used the pre-trained model InceptionV2 
and incorporated the advantages of Batch Normalization 
layers in place of convolutional neural layers in the faster 
region CNN (faster RCNN) architecture which provided 
multiscale features to the region proposed network (RPN). 
Final classification was done using softmax and the bound-
ing box regressor algorithm [13].

To discriminate the distinctive features at different 
depths, Multi-Scale-Fusion CNN (MSF-CNN) technique 
was adopted where the input image was down-sampled 
into low-resolution images and fed step by step into the 
MSF-CNN. The concatenation operation was applied for 
feature fusion at different scales and the last layer aggre-
gated all the features learned to predict the final plant spe-
cies [14].

Adoption of Transfer learning made the overall leaf spe-
cies identification system obtain a close second place in the 
PlantCLEF 2016 [15]. Pre-trained CNN architectures i.e 
GoogleNet, AlexNet, and VGGNet were fine-tuned and vari-
ous hyperparameters were studied using plant task datasets 
of LifeCLEF 2015. Transfer learning was also employed to 
create 16 different architecture combinations of pre-trained 
CNN model MobileNet to classify medicinal leaves [16]. 
To explore the combination of feature extraction capabili-
ties of pre-trained CNN models and the classification using 
Logistic Regression, authors successfully classified leaves 
from the freely available datasets namely Flavia [17] and 
Leaf Snap [18] datasets into their respective 32 and 184 
classes [19]. It shows that despite there being a vast dif-
ference in the number of classes, deep learning used in the 
proposed method showed excellent results. A comparison of 
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six pre-trained CNN models was shown which states their 
classification capabilities even for small datasets[20].

3 � Proposed framework Ensemble Deep Learning‑ 
Automatic Medicinal Leaf Identification 
(EDL‑AMLI)

The proposed framework has been illustrated in Fig 1. 
The medicinal leaf dataset images were first preprocessed, 
resized, and then divided into training and testing sets. The 
training set images were used to individually train 3 Con-
volutional Neural Network models namely MobileNetV2, 
InceptionV3, and ResNet50 by using transfer learning. 
These models were loaded without their final layers so we 
could add our pooling and dense layers to output the species 
of leaves from the dataset. These models were trained for 
100 epochs. The validation accuracies obtained were also 
listed using threefold and fivefold cross-validation. The 
ensemble developed on top of the component models uses 
the weighted average of the individual models to come out 
with the final prediction. The following subsections explain 
the Component models, the concept of transfer learning, and 
Ensemble learning approaches.

3.1 � Component models

Convolutional Neural Network is a Deep-learning based 
algorithm that is constructed with intuition to mimic the 
intelligence of the human brain. There is minimum image 
pre-processing required as compared to other Machine 
Learning algorithms. CNN’s can take an input image and 
assign weights and biases to various features or objects in 
the image to distinguish one image from another. These 
networks are made up of layers where the lower layers are 
concerned with identifying low-level features and the final 
layers distinguish the images using high-level features. Visu-
alization of feature maps from the add blocks of Mobile-
NetV2 [21] architecture is depicted in Fig. 2 which shows 
that different blocks of the model highlight different features. 
Few layers capture foreground, background, lines, etc. the 
layers close to the input layer, capture fine details and as the 
depth of the model increases, the feature maps show less and 
less detail. CNNs employed in this paper include Mobile-
NetV2, Inception V3 [22], and ResNet [23]. The architecture 
is explained in detail in the sub-sections below.

3.1.1 � MobileNetV2

MobileNetV2 was developed with an intuition to design a 
simple CNN which is lightweight to be easily employed on 
a mobile device. This model has 53 convolution layers and 
1 Avg Pool layer with approximately 350 GFLOP. The main 

Fig. 1   The Ensemble Deep Learning- Automatic Medicinal Leaf 
Identification (EDL-AMLI)
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contribution of this model is the inverted residual block and 
the bottleneck residual block. It also has 2 types of convo-
lutional layers to perform 1 × 1 convolution and 3 × 3 depth-
wise convolution. Full convolutional operation is divided 
into 2 layers where the first layer performs depthwise convo-
lution which is responsible for performing lightweight filter-
ing by applying a single conv filter per input channel. The 
second layer performs 1 × 1 pointwise convolution to build 
new features by computing linear combinations of input 
channels. The study further proved that linear bottleneck 
helps to improve the performance whereas non-linearity 
destroys the information in low-dimensional space.

3.1.2 � InceptionV3

Inception V3 was made by modifying previous Incep-
tion architecture. It consumes less computational power 
and proved to be more efficient in terms of the number of 
parameters generated by the network and expenses incurred 
in terms of memory or other resources. The main points in 
the architecture are factorized convolutions to check network 
efficiency, smaller convolutions for faster training, asymmet-
ric convolutions, an auxiliary classifier that acts as a regu-
larizer, and reduction in grid size using pooling operations.

3.1.3 � Resnet 50

ResNet stands for Residual Networks and comprises 50 lay-
ers. It increases the recognition accuracy and overcomes 
the vanishing gradient or degradation problems of CNN. 
It introduces an identity mapping concept that provides a 
shortcut for the gradient to flow if the present layer is not 
necessary. This also helps to reduce the overfitting problem 
of the training set. The residual networks help to optimize 
the deep neural network models.

3.2 � Transfer learning

Transfer learning as a machine learning approach has been 
widely used in the field of image recognition as highlighted 
in the literature Sect. 2. The purpose of transfer learning is 
to use existing knowledge to solve a completely new or dif-
ferent problem. The extent to which the features are common 
between the target and source fields, the easier the knowl-
edge transferring becomes. The main problem it tries to 
solve is the problem of a limited number of training samples 
in the target domain which makes it hard for the deep learn-
ing algorithm to learn features. It can be further divided into 
inductive and unsupervised based on whether the samples 
are marked in source and target fields and whether the tasks 
are the same. Based on the contents of the transfer learning 

Fig. 2   Feature Maps from the MobileNetV2 CNN architecture
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methods can be divided into feature representation, transfer, 
instance transfer, parameter transfer, association relation-
ship transfer. Based on the feature space of source and target 
domains, it can be divided into homogenous and heterogene-
ous transfer learning.

3.3 � Ensemble learning

Ensemble learning enhances the performance of the classi-
fiers. The methods mainly include bagging, boosting, and 
stacking. An ensemble takes into consideration homogenous 
or heterogeneous classes. In the former, there is a single base 
classifier that is trained on different datasets while in the 
latter, different classifiers are trained on the same dataset. 
The ensemble then predicts the output based on average, 
weighted average, and voting on the outputs obtained by the 
base classifiers. For the automatic detection of medicinal 
leaves, we have used the heterogenous ensemble approach 
using weighted averages to obtain the final result.

4 � Overview of the EDL‑AMLI

The overview of the model is as follows:

(1)	 Medicinal leaf data obtained from Mendeley consists 
of 30 species of images of medicinal plant leaves. The 
training set consists of 1547 images and the testing set 
contains 294 images.

(2)	 The RGB colored images were resized to 224 × 224 
pixels.

(3)	 To better understand the performance of the pre-trained 
models on the dataset, threefold and fivefold cross vali-
dation was applied.

{ M e d _ l e a f _ t r a i n i n g  s e t ,  M e d _ l e a f _ t e s t i n g 
set}=3Cross(Med_leaf_dataset)

{ M e d _ l e a f _ t r a i n i n g  s e t ,  M e d _ l e a f _ t e s t i n g 
set}=5Cross(Med_leaf_dataset)

(4)	 Individual classifiers were generated by pretraining the 
network using transfer learning. MobileNetV2, Incep-
tionV3 and ResNet 50 were used as the base models 
and the following classifiers were obtained:

MobileNetV2_softmax= TransferLearning(MobileNet V2, 
softmax)

InceptionV3_softmax=TransferLearning(InceptionV3,sof
tmax)

ResNet50_softmax= TransferLearning(ResNet,softmax)
(5)	 The models obtained in step (4) consists of feature 

extractors CNN models and fully connected layers 
consisting of 128 neurons and 30 neurons to output the 
name of the species.

MobileNetV2_softmax= TransferLearning(MobileNetV2_
softmax, Med_leaf_training set)

InceptionV3_softmax=TransferLearning(InceptionV3_soft-
max, Med_leaf_training set)

ResNet50_softmax= TransferLearning(ResNet50_softmax, 
Med_leaf_training set)

(6)	 Ensemble Classifier was then used to integrate the 
outputs from the three individual classifiers using the 
concept of weighted averages.

Ensemble_learning_clf= Ensemble(MobileNetV2_soft-
max, InceptionV3_softmax, ResNet50_softmax)

5 � Experiments and results

5.1 � Experimental environment

All the experiments were performed on i7-11370H @ 
3.30 GHz enabled with NVIDIA GeForce RTX 3070 laptop 
GPU GDDR6 @ 8 GB.

5.2 � Evaluation index

The measure of the performance of models used is accuracy.
Accuracy measures the performance of the models. It is 

the most commonly used evaluation index. The higher the 
accuracy, the better is the performance of the classifier. The 
formula to calculate accuracy is shown in Eq. (1):

5.3 � Data and algorithm simulation experiment 
and analysis

The medicinal leaf images dataset consisted of clean images 
divided into 30 classes. Few images from the dataset are 
shown in Fig. 3. The images were resized and standardized 
for input into the Convolutional Neural Networks: Mobile-
NetV2, InceptionV3, and ResNet50 for feature extraction 
and identification, and then final classification was per-
formed using the Ensemble of these deep Network models. 
As the size of the dataset is small i.e. the training set consists 
of 1547 images and testing set consists of 294 images, three-
fold cross-validation and fivefold cross-validation were used 
to observe the performance of the model. Cross-validation 
is a widely used technique and in k-fold cross-validation, 
the dataset is split into ’k’ groups and for each unique group 
being considered as the test set, the remaining groups are 
taken as the training sets. The model is fit on the training set 
and evaluated on the test set. The score obtained is retained 

(1)
Accuracy
=

TruePostive + TrueNegative
TruePositive + TrueNegative + FalsePositive + FalseNegative
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while the model is discarded. These scores help to estimate 
the skill of the model. The trained models were saved and 
then input into the ensemble for classification.

5.4 � Experiment one: MobileNetV2‑softmax classifier 
experiment

In this experiment, the deep learning model uses the pre-
trained MobileNetV2 model for feature extraction from the 
images and then softmax on top is used for classification. 
The accuracies obtained across the threefolders are shown 
in Table 1. The total run time recorded was 3248.46. The 
standard deviation of classification accuracy is 0.8585. The 
accuracies across the fivefolds are shown in Table 2. Total 
run time recorded was 5110.82. The standard deviation of 

classification accuracy is 0.6321. This shows that the algo-
rithm has good fault tolerating capability.

5.5 � Experiment two: InceptionV3‑softmax classifier 
experiment

In this experiment, the deep learning model uses the pre-
trained InceptionV3 model for feature extraction from the 
images, and then softmax on top is used for classification. 
The accuracies obtained across the threefolders are shown 
in Table 3. The total run time recorded was 4547.006. The 
standard deviation of classification accuracy is 0.576. The 
accuracies across the fivefolds are shown in Table 4. The 
total run time recorded was 5136.526. The standard devia-
tion of classification accuracy is 0.816. Just like the Mobile-
NetV2-softmax classifier, this algorithm also has good 

Fig.3   Sample leaf images from the Medicinal Leaf Dataset

Table 1   MobileNetV2-Softmax 
classification results (threefold 
cross-validation)

Threefold cross Accuracy %

Fold1 94.11
Fold2 96.07
Fold3 94.43
Average 94.87

Table 2   MobileNetV2-Softmax 
classification results (fivefold 
cross-validation)

Fivefold cross Accuracy %

Fold1 98.36
Fold2 97.54
Fold3 96.45
Fold4 97.27
Fold5 97.82
Average 97.49

Table 3   InceptionV3-softmax 
classification results (threefold 
cross-validation)

Threefold cross Accuracy %

Fold1 96.56
Fold2 97.71
Fold3 97.21
Average 97.16

Table 4   InceptionV2-Softmax 
classification results (fivefold 
cross-validation)

Fivefold cross Accuracy %

Fold1 98.36
Fold2 96.73
Fold3 98.09
Fold4 98.36
Fold5 98.91
Average 98.09
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stability and is not affected by the samples in the dataset. 
This classifier also showed better accuracy than the Mobile-
NetV2-softmax in the near similar amount of time taken.

5.6 � Experiment three: ResNet50‑softmax classifier 
experiment

In this experiment, the deep learning model uses the pre-
trained ResNet-50 model for feature extraction from the 
images, and then softmax on top is used for classification. 
The accuracies obtained across the threefolders are shown 
in Table  5. The total run time recorded was 7747.652. 
The standard deviation of classification accuracy is 0.338. 
The accuracies across the fivefolds are shown in Table 6. 
The total run time recorded was 10408.949. The standard 
deviation of classification accuracy is 0.545. This classifier 
recorded the best accuracy of 98.63 in threefolder cross-
validation and 98.91 in fivefold cross-validation. Accuracies 
across the threefolder and fivefolds are observed to be the 
same which was not the case in the other two classifiers. 
However, the recorded time was surely more than the other 
two classifiers. This algorithm is also not sensitive to sam-
ples in the dataset and is stable.

5.7 � Experiment four: ensemble deep learning classifier 
experiment

In this experiment, the individual component classifiers are 
MobileNet-softmax, InceptionV3-softmax and ResNet50-
softmax. Weighted average ensemble allows the models to 
contribute to the prediction in proportion to their estimated 
performance. Thus, the contribution of the model depends 
on the weight assigned to it based on its accuracy percentage. 

The weights and the accuracy percentage obtained on the 
test set are shown in Table 7.

From the observations, it is clear that the ensemble 
helps to make the identification of medicinal plant leaf 
species easier. The component classifiers performed well 
and the weighted average method allows the models to 
contribute according to their performance. From Table 6, 
it is clear that since ResNet50-softmax gave an accuracy 
of 99.66 on the testing set, its weight was 0.6703, which 
shows its higher contribution in the prediction, followed 
by InceptionV3-softmax and MobileNetV2-softmax 
whose weights were 0.2263 and 0.1033 respectively. The 
validation of the Ensemble using threefolder and five-
fold cross-validation is presented in Tables 8 and 9. The 
average accuracy of the Ensemble in threefolder cross-
validation was 99.94% and time taken was 74.64 s and the 
average accuracy in fivefold cross-validation was 99.94% 
and the total time taken was 78.45 s. In both cases, it can 
be observed that the standard deviation was 0.09815 and 
0.112 in the case of threefolder and fivefold cross-valida-
tion respectively which shows that the model is robust. 
The time taken for the ensemble in performing the cross-
validation was also significantly lower than the time taken 
by the individual models which also saves time. The deep 

Table 5   ResNet50-softmax 
classification results (threefold 
cross-validation)

Threefold cross Accuracy %

Fold1 99.01
Fold2 98.36
Fold3 98.52
Average 98.63

Table 6   ResNet50-Softmax 
classification results (fivefold 
cross-validation)

Fivefold cross Accuracy %

Fold1 98.63
Fold2 99.18
Fold3 99.72
Fold4 98.63
Fold5 98.36
Average 98.91

Table 7   Performance of the EDL-AMLI classifier on the test set

Name Weight Accuracy(%)

MobileNetV2-softmax 0.1033 97.62
InceptionV3-softmax 0.2263 98.64
ResNet50-softmax 0.6703 99.66
Proposed model – 99.66

Table 8   Performance of the 
EDL-AMLI on the dataset 
(threefolder Cross-validation)

Threefolder cross Accuracy

Fold 1 100
Fold 2 99.83
Fold 3 100
Average 99.94

Table 9   Performance of the 
EDL-AMLI on the dataset 
(fivefold Cross-validation)

Fivefold cross Accuracy

Fold 1 100
Fold 2 99.72
Fold 3 100
Fold 4 100
Fold 5 100
Average 99.94
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learning classifiers have an accurate detection rate and 
good performance on the testing set. The Ensemble clas-
sifier (EDL-AMLI) can improve the classification accu-
racy over individual classifiers and can be used for the 
automatic detection of medicinal plants using leaf images.

6 � Conclusion and future scope

Automatic detection of medicinal plants opens new doors 
for the development of medicines to cure diseases that 
have not yet been cured by allopathy. It will allow the lay-
man to be aware of the plants growing in their surround-
ings and make utmost use of them to cure common ail-
ments with no possible side effects. Artificial Intelligence 
makes this purpose even more achievable. We proposed an 
Ensemble of deep learning models to automatically detect 
medicinal plants. The medicinal leaf images were obtained 
from a medicinal leaf dataset published in Mendeley. By 
employing Transfer learning, three-component classifiers 
namely: MobileNetV2, InceptionV3, and ResNet50 were 
used without their top layers so that they could detect the 
features from the medicinal leaf images and connected to 
Dense Layers to be trained on the medicinal leaf dataset of 
30 classes using softmax classifier. The component classi-
fier’s performance was validated by performing threefold 
and fivefold cross-validation for 100 epochs to understand 
their behavior on the medicinal plant leaf dataset. The time 
taken, accuracies obtained, and the standard deviation was 
recorded. The component models were then trained on 
the training set and saved to the disk. Final classification 
was performed by using EDL-AMLI classifier using the 
weighted average of the individual classifiers. The perfor-
mance on the test set and the cross-validation using three 
and fivefolds was recorded and it was observed that the 
Ensemble learning classifier EDL-AMLI performs bet-
ter than the individual base classifiers and to the Novel 
Approach [24] where the authors used gradient boost-
ing technique to improve the performance of CNN deep 
learning models for classification of plants into their spe-
cies. An accuracy of 99.6% was observed which shows its 
potential in automatically detecting medicinal plant leaf 
images.

In the future, we plan to create our own dataset to con-
tribute to the research community. We also plan to work on 
the ensemble of the machine learning models and test the 
approach on various other leaf image datasets [25].

References

	 1.	 Parekh J, Chanda S (2010) Antibacterial and phytochemical stud-
ies on twelve species of Indian medicinal plants. Afr J Biomed Res 
10:175–181. https://​doi.​org/​10.​4314/​ajbr.​v10i2.​50624

	 2.	 Benarba B, Pandiella A (2018) Colorectal cancer and medicinal 
plants: principle findings from recent studies. Biomed Pharmaco-
ther 107:408–423. https://​doi.​org/​10.​1016/j.​biopha.​2018.​08.​006

	 3.	 Adhikari B, Marasini BP, Rayamajhee B et al (2021) Potential 
roles of medicinal plants for the treatment of viral diseases focus-
ing on COVID-19: a review. Phyther Res 35:1298–1312. https://​
doi.​org/​10.​1002/​ptr.​6893

	 4.	 de Freitas Junior LM, de Almeida EB (2017) Medicinal plants 
for the treatment of obesity: ethnopharmacological approach and 
chemical and biological studies. Am J Transl Res 9:2050–2064

	 5.	 Wäldchen J, Mäder P (2018) Plant species identification using 
computer vision techniques: a systematic literature review. Arch 
Comput Methods Eng 25:507–543. https://​doi.​org/​10.​1007/​
s11831-​016-​9206-z

	 6.	 Sachar S, Kumar A (2020) Survey of feature extraction and clas-
sification techniques to identify plant through leaves. Expert Syst 
Appl. https://​doi.​org/​10.​1016/j.​eswa.​2020.​114181

	 7.	 Pan SJ, Yang Q (2010) A survey on transfer learning. IEEE Trans 
Knowl Data Eng 22:1345–1359. https://​doi.​org/​10.​1109/​TKDE.​
2009.​191

	 8.	 Lee SH, Chan CS, Mayo SJ, Remagnino P (2017) How deep learn-
ing extracts and learns leaf features for plant classification. Pattern 
Recognit 71:1–13. https://​doi.​org/​10.​1016/j.​patcog.​2017.​05.​015

	 9.	 Grinblat GL, Uzal LC, Larese MG, Granitto PM (2016) Deep 
learning for plant identification using vein morphological patterns. 
Comput Electron Agric 127:418–424. https://​doi.​org/​10.​1016/j.​
compag.​2016.​07.​003

	10.	 Gogul I, Kumar VS (2017) Flower species recognition system 
using convolution neural networks and transfer learning. 2017 4th 
Int Conf Signal Process Commun Networking. ICSCN 2017:1–6. 
https://​doi.​org/​10.​1109/​ICSCN.​2017.​80856​75

	11.	 Liu Z, Zhu L, Zhang XP et al (2015) Hybrid deep learning for 
plant leaves classification. Lect Notes Comput Sci (Include Sub-
ser Lect Notes Artif Intell Lect Notes Bioinform) 9226:115–123. 
https://​doi.​org/​10.​1007/​978-3-​319-​22186-1_​11

	12.	 Tan JW, Chang SW, Abdul-Kareem S et al (2020) Deep learn-
ing for plant species classification using leaf vein morphometric. 
IEEE/ACM Trans Comput Biol Bioinform 17:82–90. https://​doi.​
org/​10.​1109/​TCBB.​2018.​28486​53

	13.	 Zhu X, Zhu M, Ren H (2018) Method of plant leaf recognition 
based on improved deep convolutional neural network. Cogn Syst 
Res 52:223–233. https://​doi.​org/​10.​1016/j.​cogsys.​2018.​06.​008

	14.	 Hu J, Chen Z, Yang M et al (2018) A multiscale fusion convo-
lutional neural network for plant leaf recognition. IEEE Signal 
Process Lett 25:853–857. https://​doi.​org/​10.​1109/​LSP.​2018.​28096​
88

	15.	 Mehdipour Ghazi M, Yanikoglu B, Aptoula E (2017) Plant iden-
tification using deep neural networks via optimization of transfer 
learning parameters. Neurocomputing 235:228–235. https://​doi.​
org/​10.​1016/j.​neucom.​2017.​01.​018

	16.	 Duong-Trung N, Da QL, Nguyen MH, Nguyen CN (2019) A com-
bination of transfer learning and deep learning for medicinal plant 
classification. ACM Int Conf Proceeding Ser Part F1479:83–90. 
https://​doi.​org/​10.​1145/​33214​54.​33214​64

	17.	 Wu SG, Bao FS, Xu EY, et al (2007) A leaf recognition algorithm 
for plant classification using probabilistic neural network. ISSPIT 
2007–2007 IEEE Int Symp Signal Process Inf Technol. https://​doi.​
org/​10.​1109/​ISSPIT.​2007.​44580​16

https://doi.org/10.4314/ajbr.v10i2.50624
https://doi.org/10.1016/j.biopha.2018.08.006
https://doi.org/10.1002/ptr.6893
https://doi.org/10.1002/ptr.6893
https://doi.org/10.1007/s11831-016-9206-z
https://doi.org/10.1007/s11831-016-9206-z
https://doi.org/10.1016/j.eswa.2020.114181
https://doi.org/10.1109/TKDE.2009.191
https://doi.org/10.1109/TKDE.2009.191
https://doi.org/10.1016/j.patcog.2017.05.015
https://doi.org/10.1016/j.compag.2016.07.003
https://doi.org/10.1016/j.compag.2016.07.003
https://doi.org/10.1109/ICSCN.2017.8085675
https://doi.org/10.1007/978-3-319-22186-1_11
https://doi.org/10.1109/TCBB.2018.2848653
https://doi.org/10.1109/TCBB.2018.2848653
https://doi.org/10.1016/j.cogsys.2018.06.008
https://doi.org/10.1109/LSP.2018.2809688
https://doi.org/10.1109/LSP.2018.2809688
https://doi.org/10.1016/j.neucom.2017.01.018
https://doi.org/10.1016/j.neucom.2017.01.018
https://doi.org/10.1145/3321454.3321464
https://doi.org/10.1109/ISSPIT.2007.4458016
https://doi.org/10.1109/ISSPIT.2007.4458016


3097Int. j. inf. tecnol. (October 2022) 14(6):3089–3097	

1 3

	18.	 Kumar N, Belhumeur PN, Biswas A, et al (2012) LNCS 7573–
Leafsnap: a computer vision system for automatic plant species 
identification

	19.	 Beikmohammadi A, Faez K (2018) Leaf classification for plant 
recognition with deep transfer learning. In: Proc—2018 4th Iran 
Conf Signal Process Intell Syst ICSPIS 2018 21–26. https://​doi.​
org/​10.​1109/​ICSPIS.​2018.​87005​47

	20.	 Esmaeili H, Phoka T (2018) Transfer learning for leaf classifica-
tion with convolutional neural networks. In: Proceeding 2018 15th 
Int Jt Conf Comput Sci Softw Eng JCSSE 2018 1–6. https://​doi.​
org/​10.​1109/​JCSSE.​2018.​84573​64

	21.	 Sandler M, Howard A, Zhu M, et al (2018) MobileNetV2: inverted 
residuals and linear bottlenecks. In: Proceedings of the IEEE 
Computer Society Conference on Computer Vision and Pattern 
Recognition

	22.	 Szegedy C, Vanhoucke V, Ioffe S, et al (2016) Rethinking the 
inception architecture for computer vision. In: Proc IEEE Comput 

Soc Conf Comput Vis Pattern Recognit 2016-Decem: 2818–2826. 
https://​doi.​org/​10.​1109/​CVPR.​2016.​308

	23.	 He K, Zhang X, Ren S, Sun J (2016) Deep residual learning for 
image recognition. In: Proceedings of the IEEE Computer Society 
Conference on Computer Vision and Pattern Recognition

	24.	 Prasad PS, Senthilrajan A (2020) Technical paper an ensemble 
deep learning technique for plant identification 8:133–135

	25.	 S Roopashree; J Anitha (2020) Medicinal leaf dataset Mendeley 
Data https://​doi.​org/​10.​17632/​nnytj​2v3n5.1

Springer Nature or its licensor holds exclusive rights to this article under 
a publishing agreement with the author(s) or other rightsholder(s); 
author self-archiving of the accepted manuscript version of this article 
is solely governed by the terms of such publishing agreement and 
applicable law.

https://doi.org/10.1109/ICSPIS.2018.8700547
https://doi.org/10.1109/ICSPIS.2018.8700547
https://doi.org/10.1109/JCSSE.2018.8457364
https://doi.org/10.1109/JCSSE.2018.8457364
https://doi.org/10.1109/CVPR.2016.308
https://doi.org/10.17632/nnytj2v3n5.1

	Deep ensemble learning for automatic medicinal leaf identification
	Abstract 
	1 Introduction
	2 Related work
	3 Proposed framework Ensemble Deep Learning- Automatic Medicinal Leaf Identification (EDL-AMLI)
	3.1 Component models
	3.1.1 MobileNetV2
	3.1.2 InceptionV3
	3.1.3 Resnet 50

	3.2 Transfer learning
	3.3 Ensemble learning

	4 Overview of the EDL-AMLI
	5 Experiments and results
	5.1 Experimental environment
	5.2 Evaluation index
	5.3 Data and algorithm simulation experiment and analysis
	5.4 Experiment one: MobileNetV2-softmax classifier experiment
	5.5 Experiment two: InceptionV3-softmax classifier experiment
	5.6 Experiment three: ResNet50-softmax classifier experiment
	5.7 Experiment four: ensemble deep learning classifier experiment

	6 Conclusion and future scope
	References




