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Abstract

Background: Super-utilizers consume the greatest share of resource intensive healthcare (RIHC) 

and reducing their utilization remains a crucial challenge to healthcare systems in the United 

States (U.S.). The objective of this study was to predict RIHC among U.S. counties, using 

routinely collected data from the U.S. government, including information on consumer spending, 
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offering an alternative method for identifying super-utilization among population units rather than 

individuals.

Methods: Cross-sectional data from 5 governmental sources in 2017 were used in a machine 

learning pipeline, where target-prediction features were selected and used in 4 distinct algorithms. 

Outcome metrics of RIHC utilization came from the American Hospital Association and included 

yearly: (1) emergency rooms visit, (2) inpatient days, and (3) hospital expenditures. Target-

prediction features included: 149 demographic characteristics from the U.S. Census Bureau, 151 

adult and child health characteristics from the Centers for Disease Control and Prevention, 151 

community characteristics from the American Community Survey, and 571 consumer expenditures 

from the Bureau of Labor Statistics. SHAP analysis identified important target-prediction features 

for 3 RIHC outcome metrics.

Results: 2475 counties with emergency rooms and 2491 counties with hospitals were included. 

The median yearly emergency room visits per capita was 0.450 [IQR:0.318, 0.618], the median 

inpatient days per capita was 0.368 [IQR: 0.176, 0.826], and the median hospital expenditures per 

capita was $2104 [IQR: $1299.93, 3362.97]. The coefficient of determination (R2), calculated on 

the test set, ranged between 0.267 and 0.447. Demographic and community characteristics were 

among the important predictors for all 3 RIHC outcome metrics.

Conclusions: Integrating diverse population characteristics from numerous governmental 

sources, we predicted 3-outcome metrics of RIHC among U.S. counties with good performance, 

offering a novel and actionable tool for identifying super-utilizer segments in the population. 

Wider integration of routinely collected data can be used to develop alternative methods for 

predicting RIHC among population units.
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1. Introduction

In 2017, nearly one-third of total healthcare expenditures in the United States (U.S.) were 

dedicated to hospital services [1]. About 5% of the U.S. population, often called “super-

utilizers,” are responsible for over 50% of healthcare expenditures, a significant portion 

of which is driven by acute care utilization [2–5]. For these reasons, there is tremendous 

interest in analytical tools capable of predicting resource intensive healthcare (RIHC) [2,6].

Prior modelling work relies on data from individual patients to predict future super-

utilization of RIHC [3,7–10]. An important challenge with this approach is the episodic 

rather than persistent nature of super-utilization, such that a patient’s risk in one year 

may be high but return to average risk the following year [5,6] One potential alternative 

is a population-centric approach where data from population-units (e.g. state, county) are 

used to predict RIHC. Predicting RIHC among population-units, rather than individuals, 

offers several key advantages. First, it leverages established associations between population 

characteristics and RIHC [5,9–11]. Moreover, population characteristics of super-utilizers 

tend to be stable overtime, even if the individuals are not [5]. Finally, this approach may be 
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less sensitive to variation in utilization observed among models relying on individual-level 

data. While this approach represents a departure from existing predictive modelling work, 

similar population-centric approaches are used to study geographic variation in utilization 

and spending [12–16]. Adopting a population-centric approach to predicting RIHC may help 

identify populations consuming the greatest share of RIHC. Moreover, aggregate utilization 

trends can help clinicians and health systems better understand local practice patterns, which 

may help inform the delivery of healthcare. Finally, such models may identify population 

characteristics associated with RIHC, which can provide modifiable targets for interventions.

Generating prediction models among population-units also allows the opportunity to 

leverage routinely collected governmental data. The U.S. government collects vast and 

diverse information on population units, and when used for research, this data can support 

robust modelling. Moreover, this data provides models with traditional risk factors of RIHC 

(e.g., demographics, disease/health status) and can also provide other data sources not 

typically used to study healthcare utilization. For example, consumer expenditures are data 

on buying habits, which may provide information on risk for RIHC because individuals 

in economically developed societies are said to consume goods and services more than 

any other activity [17–19]. In addition, consumer expenditures may serve as proxies for 

unobservable or difficult to measure variables or they may reflect goods or behaviors 

associated with health or healthcare utilization.

The objective of this study was to leverage the power of machine learning with diverse 

governmental data, including consumer expenditures, to predict RIHC among U.S. counties. 

Predicting RIHC among U.S. counties provides a novel approach for understanding the 

delivery of RIHC and models predicting RIHC rather than super-utilization status may 

provide additional insight across the full distribution of utilization.

2. Methods

This study predicted RIHC and associated spending among eligible U. S. counties using 

cross-sectional data and an ecological study design. Counties were eligible if they had a 

hospital or ER facility in 2017. Data on eligible counties came from 5 sources: (1) American 

Hospital Association (AHA), (2) the U.S. Census Bureau (USCB), (3) the Centers for 

Disease Control and Prevention (CDC), (4) the American Community Survey (ACS), and 

(5) the Bureau of Labor Statistics (BLS). AHA data were obtained from publicly available 

files from the Health Resources Service Administration (HRSA) while the remaining data 

were accessed from Data Planet©, a web-based research tool supported by SAGE publishing 

and licensed through Dartmouth College [20]. Data Planet© uses software engineering and 

statistical modelling to aggregate licensed and public domain data, providing a convenient 

tool for extracting data from multiple sources [20]. Fig. 1 illustrates key data components 

and model development processes utilized in this study. All data used in this study were 

from 2017, which provided the most current data across all sources at the onset of the 

project in 2019. All analytical work was performed in R version 3.6.0 (R Foundation). This 

studied was exempt from the Dartmouth College institutional review board and adhered to 

STROBE reporting guidelines [22]. Information on data availability is in appendix A.
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2.1. Outcome

Three outcome metrics defined RIHC and represent utilization or associated spending from 

high resource healthcare services. All 3 outcome metrics were extracted from the AHA data 

obtained from the publicly available 2017 HRSA file and included: (1) total number of ER 
visits, defined as the number of emergency department visits at short term general, short 

term non-general or long-term hospitals, (2) total number of inpatient days defined as the 

number of adult and pediatric days of care occurring at any hospital type, excluding newborn 

days or cases, and (3) hospital expenditures, defined as total hospital expenditures from short 

term general, short term non-general, long-term, and Veterans Affairs (VA) hospitals [23]. 

Due to positive skew, all 3 outcome metrics were log transformed for analyses and expressed 

as per capita to account for population size of each county [24]. Shapefiles from USCB were 

used in Tableau to illustrate geographic variation in each per capita outcome metric [25].

2.2. Target-prediction features from U.S. Counties

Four target-prediction feature groups were used: (1) demographics from USCB, (2) adult 

and child health characteristics from CDC, (3) community characteristics from ACS, and 

(4) consumer expenditures from BLS. All target-prediction features were extracted from 

Data Planet© [20]. Demographics were based on 2010 Census, projected to 2017, and 

included information on age, race, income, and education [20,26]. Adult and child health 

characteristics were based on the CDC’s vital and health statistics along with national 

health interview survey and included information on physical and mental health status along 

with access to healthcare [20,27–29]. Community factors were based on the 2017 ACS 

and included information on employment and housing [20,30,31]. Consumer expenditure 

data were based on the nationwide Consumer Expenditure Survey (CEX) and provided 

information on household expenditures for foods, home goods and miscellaneous items 

[20,27,32,33]. Data Planet© utilizes statistical modelling tools along with demographic 

information to project estimates from all target-prediction feature groups to U.S. counties in 

2017 [34]. All target-prediction features, except for associated county and state name were 

continuous.

2.3. Pipeline steps: Preprocessing, interactions, feature selection

Variables from the 4 target-prediction feature groups were processed through a data 

pipeline to clean, transform, and harmonize all variables. To account for population size, 

variables were expressed per capita (expenditures, income, or population density) or per 100 

persons. Moreover, variables were expressed per capita to reflect the appropriate per capita 

denominator based on specific age-groupings. For example: (1) adults were expressed as 18 

years and up, (2) children were expressed as less and 18 years, (3) school aged children were 

expressed as 3–17 years, and (4) working age population were expressed as 16 years and up. 

Data were merged across target-prediction feature groups and then to each outcome metric 

separately, using county and state name.

Data were split into train and test-sets using an 80/20 split, respectively. The train-set 

was used to identify interactions, perform feature selection, and train the models. The 

test-set was left-out until model evaluation. Second-order terms were identified using the 

iml package, which uses Random Forest and the H-statistic to identify and create pair-wise 
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interaction terms [35]. The H-statistic measures variation in the predicted outcome based 

on the presence of interacted features [35,36]. Interaction terms in the 90th percentile for 

their corresponding H-statistic were retained. Two separate feature selection techniques 

were employed, including Least Absolute Shrinkage Operator (LASSO) and Random Forest 

[37,38]. Retained interaction terms were used when implementing LASSO for feature 

selection. The LASSO algorithm selects important features and shrinks all other coefficient 

features to zero [39]. Random Forest can inherently account for interactions within its model 

[37,39]. With random forest, features in the 90th percentile of feature importance were 

retained.

2.4. Machine learning model development

Variables identified in each feature selection technique were used in the construction of 

models using 4 distinct machine learning algorithms, which included linear regression, l1 

regularized linear regression, random forest regression, and gradient boosting regression. A 

systematic approach was undertaken, where the same 4 machine learning algorithms were 

used with different data groupings (i.e. target-prediction features) to generate distinct models 

for the 3 RIHC outcome metrics (Fig. 2) [40]. This method was undertaken to (1) identify 

the best performing model for each outcome metric based on a diverse set of possible data 

groupings using 4 distinct algorithms and (2) evaluate the information contained in the 

data groupings. A machine learning pipeline was generated using the sl3 package, which 

allowed parallel execution and evaluation of the 4 machine learning algorithms on unique 

combinations of data groupings [41]. The number of unique combinations of data groupings 

differed across 4 iterations, ultimately generating 4*N models, where N is the number of 

unique combinations of data groupings (Fig. 2).

Models were developed with 10-fold cross validation using training data [39]. Default 

hyperparameters were used. Details on model specification are available in appendix B. 

Mean squared error (MSE), calculated on the test-set using cross-validation, was the metric 

used to compare models and identify the best performing model. In general, MSE is 

considered an appropriate metric for evaluating regression models and is widely used in 

numerous research fields to compare prediction model performance [39,42–44]. A 3-step 

approach was used to identify the best overall model for each outcome metric (Fig. 2). First, 

among the 4 algorithms run for each data grouping (within each iteration), the model with 

the lowest MSE was retained. This process was repeated for each iteration, such that each 

data grouping, in each iteration, had a best-performing model. Next, models with the lowest 

MSE across data groupings but within each iteration were retained. Finally, models were 

compared across 4 iterations, and the model with the lowest MSE was considered the best 

performing model for the assigned feature selection technique. This process was completed 

separately for models using variables selected from LASSO and variables retained from 

random forest feature selection techniques. Finally, the model with the lowest MSE across 

feature selection techniques was considered the best performing prediction model overall. 

This process was repeated for each outcome metric, yielding 3 best performing prediction 

models.
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Once the best performing model for each outcome metric was identified, Shapley Additive 

exPlanations (SHAP) analysis was performed [45,46]. SHAP analysis is a method for 

improving prediction model interpretability, and its applications are well described in 

the literature [46,47] SHAP analysis deconstructs each predicted value into the sum of 

contributions made from each input feature [45–47]. As such, each predicted value (e.g., 

predicted ER visits, IP days or hospital expenditures) is the sum of the SHAP values plus 

a base value (for regression models, the base value is the mean of the outcome) [45,47]. 

The SHAP values illustrate how model inputs (e.g., features/variables) influence the model 

outputs (e.g., predicted values), providing the ability to comment on both local and global 

outputs from a given model [46,47]. For this analysis, SHAP summary plots were created 

for the best performing model, for each outcome metric. The SHAP summary plot illustrates 

the relationship between the SHAP value for a particular feature and the predicted value 

[47]. For each feature, a corresponding SHAP value is plotted on the x-axis. The point’s 

color reflects the size of the corresponding feature value (high = red, low = blue) [47]. 

This allows the opportunity to comment on the impact of the feature value on the predicted 

value [47]. For example, counties with higher income per capita have higher SHAP values 

for inpatient day and hospital expenditure outcome metrics, which means they have higher 

predicted values for these models. In addition, the distribution of SHAP values also provides 

useful information for model interpretation. For example, counties with very high income 

per capita appear to have a strong positive impact on SHAP values, corresponding to higher 

predicted values for inpatient day and hospital expenditure outcome metrics. To conduct 

SHAP analysis, the reticulate package in R was utilized to interface with the shap package in 

Python.

3. Results

There were 2475 counties with ER services and 2491 with hospitals services, representing 

78.8% and 79.3% of all U.S. counties, respectively. Median per capita values were as 

follows: 0.450 ER visits [IQR:0.318, 0.618], 0.368 inpatient days [IQR: 0.176, 0.826], and 

$2104 hospital expenditures [IQR: $1299.93, 3362.97]. Across U.S. counties, geographic 

variation in all 3 per capita outcome metrics was identified (Fig. 3). General information 

on target-prediction features are found in Table 1. All univariate descriptive statistics are 

available in appendix tables C–F. (main effects) and appendix C.1–F.1 (second-order terms). 

For brevity, univariate statistics for select variables are described here. The median age per 

county was 41 years, the per capita median income per county was approximately $59,000, 

and on average, 81% of county residents were white. Approximately 10% of adults per 

county had diabetes, 15.4% were current smokers, and about 12% had heart disease. Among 

children less than 18 years per county, almost 27% missed no school in the preceding year 

and 7.3% had a documented learning disability. Among employed adults per county, almost 

half used their own vehicle to commute and almost 20% reported a commute time of less 

than 15 min. Per capita annual expenditures for food consumed in the home, housekeeping 

supplies, and power tools per county were $2,900, $265, and $14, respectively.

Best performing prediction models, for each outcome metric, used random forest as the 

feature selection technique, included variables from all 4 target-prediction feature groups, 

and used a non-parametric machine learning algorithm (Table 2). Models for each outcome 
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metric included approximately 100 candidate predictors identified from random forest 

feature selection. Observed vs. expected plots for log hospital expenditures per capita 

(referred to ‘hospital expenditures’) illustrated good fit across the range of predicted 

probabilities, however, similar plots for log ER visits per capita (referred to as ‘ER visits’) 

and log inpatient days per capita (referred to as ‘inpatient day’) illustrated modest fit at the 

extremes of utilization (Fig. 4). The top 5% of predicted counties for each outcome metric 

were overwhelmingly located in Southern or Midwestern areas of the U.S (appendix Figure 

A).

Variable importance or relative influence values from the best performing prediction models 

are available in appendix G–I. The top 20 most important features were predominantly 

demographic and community characteristics. Consumer expenditures were among the top 20 

most important features for the inpatient day and hospital expenditure outcome metrics. Fig. 

5 A–C presents SHAP summary plots from the best performing models. Each sub-plot of 

Fig. 5 ranks the absolute value of the SHAP value for the top 20 most important features 

for each outcome metric. For each feature, the SHAP value is plotted on the x-axis and 

its color reflects the actual value of the associated feature (red = high, blue = low) [47]. 

Together, this illustrates how features impact associated prediction values [47]. For example, 

Fig. 5 B & C show that higher values for the per capita number of people employed in 

healthcare and/or social assistance fields have higher SHAP values, corresponding to higher 

predicted values, for inpatient day and hospital expenditure outcome metrics. Moreover, the 

distribution of this feature suggests counties with large per capita healthcare and/or social 

assistance employees have strong positive impacts on predicted values for both outcome 

metrics.

4. Discussion

Using diverse governmental data extracted, transformed, and merged across multiple 

sources, this study implemented a machine learning pipeline to generate prediction models 

for 3 measures of annual RIHC among U.S. counties in 2017. Results have applications 

across healthcare delivery and research, along with population health. First, models 

predicted RIHC among U.S. counties with performance comparable to existing models [48–

50]. This provides a tool for clinicians, health systems, or local agencies to monitor trends 

in RIHC, offering a population-centric approach for identifying populations utilizing a 

disproportionate amount of RIHC. Moreover, these results also showcase the utility of using 

routinely collected government data to study healthcare utilization. Second, demographic 

and community characteristics were among the most important predictors for all 3 RIHC 

outcome metrics. Many community characteristics are modifiable, which can help inform 

population health interventions, while the demographic characteristics can help identify 

groups with a higher risk for RIHC. Third, several consumer expenditures contained 

predictive value for inpatient day and hospital expenditure outcome metrics. This suggests 

consumer expenditures offer some value for predicting RIHC, lending some support for their 

use in future research.

Using populations as the unit of analysis may help address limitations observed with 

existing models, as RIHC outcomes, when aggregated, may be less sensitive to variation in 
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RIHC attributed to individuals. This approach leverages known and consistent associations 

between population factors and RIHC, captured from routinely collected governmental 

data. Rather than targeting individual super-utilizers, this tool can identify population-units 

(e.g., counties) using a disproportionate amount of RIHC, highlighting counties in need 

of potential intervention, and providing a general monitoring tool. Across all 3-outcome 

metrics, most of the top 5% of predicted counties were concentrated among Southern and 

Midwestern states including Virginia, Louisiana, Kansas, the Dakotas, and North Carolina. 

These results are consistent for Southern states, which historically had the greatest annual 

Medicare per capita spending, when compared to other regions in the U. S [51,52]. 

Midwestern state Medicare spending per capita has historically been more heterogenous 

across states, however, Plains states experienced higher than average healthcare spending 

per capita, consistent with findings from our study [51,53]. Lastly, when compared to 

previous research conducted among states and Census regions, the county-level estimates 

from this study offer more granular information on the utilization and spending of RIHC 

[53]. Clinicians and health systems may find these utilization metrics valuable in better 

understanding their own local practice patterns. County-level estimates may offer a more 

suitable benchmark for clinicians and health systems to use as comparators to their own 

utilization or spending trends, as higher levels of aggregation (e.g., state or Census regions) 

may mask local heterogeneity.

Consistent with previous research, demographics and community characteristics were 

identified as important predictors for all 3-outcome metrics. Specifically, employee travel 

time between 30 and 59 min and employment in healthcare or social assistance fields 

were two variables identified as important predictors across all 3-outcome metrics. Counties 

where the round-trip travel time for employees was between 30 and 59 min corresponded 

to lower predicted outcome values for all 3-outcome metrics. A total travel time of 30–59 

min is at or below the national average of approximately 60 min [54]. While employee 

travel time and utilization of RIHC remains largely unstudied, prior research reports 

adverse associations between employee commute time and physical activity, adiposity, 

sleep disturbances, and metabolic risk factors [55–58]. As such, a shorter commute time 

may affect risk for RIHC by modifying upstream risk factors for utilization of RIHC, 

including health behaviors (e.g., physical activity, diet) or outcomes (e.g., disease or disease 

exacerbations) [3,10]. These results contribute to a growing body of literature suggesting 

reduced employee travel time may achieve health benefits [58]. In addition, counties with 

high concentrations of per capita healthcare or social assistance employees corresponded 

to higher predictions for all 3-outcome metrics. One explanation is that it reflects areas 

with greater supplies of healthcare providers, which has shown to affect geographic 

variation in utilization and spending [16,59]. This represents an important area for future 

research, especially since healthcare or social assistance employees was not an important 

predictor for ER visits. Future research should consider if associations between provider 

supply and variation in utilization are modified by the type of healthcare. Importantly, 

associations identified in this study were statistically driven and do not represent causal 

findings. However, results from this study do demonstrate the importance of county-level 

characteristics in predicting RIHC.
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The contribution of consumer expenditures to this study suggests some utility in predicting 

RIHC. Consumer expenditures were seen as important predictors for the inpatient day and 

hospital expenditure outcome metrics. Consumer expenditures may be a proxy for income, 

which could explain higher inpatient days and hospital expenditures as income in the U.S. 

is often positively associated with healthcare utilization, including RIHC [11]. While this 

study cannot address causality between consumer expenditures and RIHC, findings suggest 

county-level consumer expenditures may help predict hospital utilization or spending. Future 

studies are needed to better understand the associations between consumer expenditures and 

RIHC.

5. Limitations

While this work offers novel insights into the power of leveraging diverse governmental 

data to predict RIHC, the work is not without limitations. First, data are cross-sectional 

and cannot comment on longitudinal trends. Sensitivity analysis found small variation in 

the outcome metrics over a 3-year period (2017–2019), even among top county-utilizers, 

suggesting the cross-sectional estimates presented in this study may be robust to periodicity 

(appendix J, K, L). Second, results from this study are vulnerable to external changes 

such as large-scale events (e.g., COVID-19 pandemic) or policy changes (e.g., healthcare 

expansion). Third, study findings cannot address individual-level factors associated with 

RIHC. Fourth, model results may be biased based on the underlying data used in their 

construction, however, these data are routinely collected from reputable agencies and 

are considered valid measures for informing products (e.g., consumer price index) or 

designations (e.g., county health rankings). Lastly, U.S. counties without ER services or 

hospitals were excluded from this analysis (N~700). People living in counties without ER 

services or hospitals will likely use facilities in a neighboring county, thereby contributing to 

the utilization outcome without also contributing their counties exposure data to the possible 

target-prediction features. To explore the magnitude of this limitation, future research will 

explore the overlap between counties and Hospital Service Areas, which are units defining 

markets for hospital care.

6. Conclusion

Using diverse governmental data and a systematic machine learning pipeline, models 

predicted 3 RIHC outcome metrics among U.S. counties. This research provides a novel 

method and framework for predicting RIHC that capitalizes on diverse and routinely 

collected data. Trends in RIHC were identified at the county-level, offering clinicians 

and health systems information on local practice patterns and local agencies with 

potential target-areas for future interventions. Consistent with prior literature, community 

characteristics were important predictors of RIHC.
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Fig. 1. Data & Study Overview.
Data from 5 governmental sources were extracted and cleaned in a pipeline before 

undergoing model preparation and model development using a machine learning pipeline.
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Fig. 2. Systematic machine learning approach.
Illustrates information content assessment of target-prediction features from 4 unique data 

sources in predicting 3-outcome metrics of resource intensive healthcare. Four distinct 

machine learning algorithms were used with unique combinations of data groupings (i.e., 

target-prediction features) across 4 iterations. This process was repeated for the 3-outcome 

metrics, generating a total of 90 unique data groupings and 360 distinct models across both 

feature selection techniques for all 3-outcome metrics.
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Fig. 3. Per Capita Emergency Room Visits, Inpatient Days, and Hospital Expenditures among 
U.S. Counties in 2017.
Heat map of annual per capita emergency room visits, inpatient days, and hospital 

expenditures from U.S. counties in 2017, broken into quintiles.
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Fig. 4. Observed v. Expected Plots for Best Performing Machine Learning Prediction Models 
for Emergency Room Visits, Inpatient Days, and Hospital Expenditures among U.S. Counties in 
2017.
A.Log Emergency Rooms visits per capita |R2 0.279 | MSE: 0.003 B. Log Inpatient Days 

per capita |R2 0.267 | MSE: 0.009 C. Log Hospital Expenditures per capita |R2 0.447 | MSE: 

0.003.
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Fig. 5. SHAP Value Analysis from for the top 20 features from Best Performing Machine 
Learning Prediction Models for Emergency Room Visits (A), Inpatient Days(B), and Hospital 
Expenditures (C) among U.S. Counties in 2017.
Each county in the test dataset appears as its own point for all illustrated variables, where the 

point represents the absolute value of the associated SHAP value. The color corresponds to 

the raw values of the associated feature, for each point on the graph (high = red, low = blue).
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Table 2

Best performing models for 2017 emergency room visits, inpatient days, and hospital expenditures among 

U.S. Counties.

Outcome (log per capita) ER Visits (N = 2475) Inpatient Days (N = 2491) Hospital Expenditures (N = 2491)

Target-prediction feature groups included a 4 4 4

Feature Selection Random Forest Random Forest Random Forest

Model Type Random Forest Gradient Boosting Random Forest

MSE b 0.003 0.009 0.003

R2 c 0.279 0.267 0.447

a
Target-prediction feature groups: Demographics, Adult & Child Health Characteristics, Community Characteristics, and Consumer Expenditure 

Variables.

b
MSE = mean squared error, calculated on test-set.

c
Coefficient of determination, calculated on test-set.
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