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Advances in high-throughput technologies allow for measurements of many types of omics data, yet the meaningful inte-
gration of several different data types remains a significant challenge. Another important and difficult problem is the dis-
covery of molecular disease subtypes characterized by relevant clinical differences, such as survival. Here we present a novel
approach, called perturbation clustering for data integration and disease subtyping (PINS), which is able to address both
challenges. The framework has been validated on thousands of cancer samples, using gene expression, DNA methylation,
noncoding microRNA, and copy number variation data available from the Gene Expression Omnibus, the Broad Institute,
The Cancer Genome Atlas (TCGA), and the European Genome-Phenome Archive. This simultaneous subtyping approach
accurately identifies known cancer subtypes and novel subgroups of patients with significantly different survival profiles.
The results were obtained from genome-scale molecular data without any other type of prior knowledge. The approach is
sufficiently general to replace existing unsupervised clustering approaches outside the scope of bio-medical research, with

the additional ability to integrate multiple types of data.
[Supplemental material is available for this article.]

Once heralded as the holy grail, the capability of obtaining a com-
prehensive list of genes, proteins, or metabolites that are different
between disease and normal phenotypes is routine today. And yet,
the holy grail of high-throughput has not delivered so far. Even
though such high-throughput comparisons have become relative-
ly easy to perform at a single level, integrating data of various
types in a meaningful way has become the new challenge of our
time (Verhaak et al. 2010; The Cancer Genome Atlas Research
Network 2011, 2012a,b,c, 2013, 2014, 2015; Yang et al. 2013;
Davis et al. 2014; Hoadley et al. 2014; Robinson et al. 2015).

Concurrently, we understand that many diseases, such as
cancer, evolve through the interplay between the disease itself
and the host immune system (Coussens and Werb 2002; Yu
et al. 2007). The treatment options, as well as the ultimate treat-
ment success, are highly dependent on the specific tumor subtype
for any given stage (Choi et al. 2014; Lehmann and Pietenpol
2014; Linnekamp et al. 2015). The challenge is to discover the mo-
lecular subtypes of disease and subgroups of patients.

Cluster analysis has been a basic tool for subtype discovery us-
ing gene expression data. Agglomerative hierarchical clustering
(HC) is a frequently used approach for clustering genes or samples
that show similar expression patterns (Eisen et al. 1998; Alizadeh
et al. 2000; Perou et al. 2000). Other approaches, such as neural
network-based methods (Kohonen 1990; Golub et al. 1999;
Tamayo et al. 1999; Herrero et al. 2001; Luo et al. 2004), model-
based approaches (Ghosh and Chinnaiyan 2002; McLachlan
et al. 2002; Jiang et al. 2004), matrix factorization (Brunet et al.
2004; Gao and Church 2005), large-margin methods (Li et al.
2009; Xu et al. 2004; Zhang et al. 2009), and graph-theoretical ap-
proaches (Ben-Dor et al. 1999; Hartuv and Shamir 2000; Sharan
and Shamir 2000), have also been used. Arguably the state-of-
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the-art approach in this area is consensus clustering (CC) (Monti
et al. 2003; Wilkerson and Hayes 2010). CC develops a general,
model-independent resampling-based methodology of class dis-
covery and cluster validation (Ben-Hur et al. 2001; Dudoit and
Fridlyand 2002; Tseng and Wong 2005). Unfortunately, many ap-
proaches mentioned above are not able to combine multiple data
types, and many attempts for subtype discovery based solely on
gene expression have been undertaken but yielded only modest
success so far (very few gene expression tests are FDA approved).

The goal of an integrative analysis is to identify subgroups of
samples that are similar not only at one level (e.g., mRNA) but from
a holistic perspective that can take into consideration phenomena
at various other levels (DNA methylation, miRNA, etc.). One strat-
egy is to analyze each data type independently before combining
them with the help of experts in the field (Verhaak et al. 2010;
The Cancer Genome Atlas Research Network 2012a,b,c). However,
this might lead to discordant results that are hard to interpret. An-
other approach, integrative phenotyping framework (iPF) (Kim
et al. 2015), integrates multiple data types by concatenating all
measurements to a single matrix and then clusters the patients us-
ing correlation distance and partitioning around medoids (PAM)
(Kaufman and Rousseeuw 1987). This concatenation-based inte-
gration, however, further aggravates the “curse of dimensionality”
(Bellman 1957). In turn, this leads to the use of gene filtering,
which can introduce bias. Another challenge of this approach is
identifying the best way to concatenate multiple data types that
come from different platforms (microarray, sequencing, etc.) and
different scales (Ritchie et al. 2015).

Machine learning approaches, such as Bayesian CC (Lock and
Dunson 2013), MDI (Kirk et al. 2012), iCluster+ (Mo et al. 2013),
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and iCluster (Shen et al. 2012, 2009), address the challenge of in-
tegration by using joint statistical modeling. They model the distri-
bution of each data type and then maximize the likelihood of the
observed data. The recent iCluster+ makes an extra effort to reduce
the parameter space by imposing sparse models, such as lasso
(Tibshirani 1996). Though powerful, these approaches are limited
by their strong assumptions about the data and by the gene selec-
tion step used to reduce the computational complexity. Similarity
network fusion (SNF) (Wang et al. 2014) was the first approach that
allows for discovery of disease subtypes through integration of sev-
eral types of high-throughput data on a genomic scale. SNF creates
a fused network of patients using a metric fusion technique (Wang
et al. 2012) and then partitions the data using spectral clustering
(Von Luxburg 2007). SNF appears to be the state of the art in this
area and has proven to be very powerful (Wang et al. 2014).
However, the unstable nature of kernel-based clustering makes
the algorithm sensitive to small changes in molecular measure-
ments or in its parameter settings.

Here we propose a radically different integrative approach,
perturbation clustering for data integration and disease subtyping
(PINS), that addresses both challenges above: subtype discovery, as
well as integration of multiple data types. The algorithm is built
upon the resilience of patient connectivity and cluster ensembles
(Strehl and Ghosh 2003) to ensure robustness against noise and
bias. In an extensive analysis, we compare PINS with three subtyp-
ing algorithms that are selected to represent each of the main ex-
isting subtyping strategies: CC (Monti et al. 2003), SNF (Wang
et al. 2014), and iCluster+ (Mo et al. 2013). CC is a resampling-
based approach that has been widely used for subtype discovery
(Verhaak et al. 2010; The Cancer Genome Atlas Research
Network 2011, 2012a,b,c, 2013, 2014, 2015; Yang et al. 2013;
Davis et al. 2014; Hoadley et al. 2014). SNF is a graph-theoretical
approach purported to allow discovery of disease subtypes based
on either a single data type or through integration of several data
types. The third method, iCluster+, is a model-based approach
and is the enhanced version iCluster (Shen et al. 2009, 2012)
and iCluster2 (Shen et al. 2013).

Results

Here, we first present the workflow to construct the optimal con-
nectivity and the results obtained on a single data type. We then
describe the two-stage procedure to address the challenge of inte-
grating multiple types of data and the results obtained on cancer
diseases by integrating mRNA, miRNA, methylation, and copy
number variation (CNV) data. We compare the proposed approach
with these state-of-the-art methods on eight gene expression data
sets involving a total of 12 tissues types and over 1000 samples. In
each of these data sets, we show that PINS is better able to retrieve
known subtypes. In order to compare the data integration abilities
of these four approaches, we also applied them to eight cancer data
sets, involving mRNA, methylation, miRNA, and CNV data. These
results also show that PINS is better able to discover subtypes
that have significant survival differences compared with existing
approaches.

Discovering subtypes based on a single data type

The approach is based on the observation that differences are
naturally present between individuals, even in the most homoge-
neous population. Therefore, we hypothesize that if true subtypes

of a disease do exist, they should be stable with respect to small
changes in the features that we measure.

We will describe this approach using an illustrative example
shown in Figure 1A. In this simulated data set, we have three dis-
tinct classes of patients in which each class has a different set of dif-
ferentially expressed genes (DEGs). Without any loss of generality,
the genes are ordered such that the DEGs in the first class are plot-
ted first (1-100), the DEGs in the second class are plotted second
(101-200), etc. In order to find subtypes, we repeatedly perturb
the data (by adding Gaussian noise) and partition the samples/pa-
tients using any classical clustering algorithm (by default k-means,
repeated 200 times). We test a range of potential cluster numbers k
(by default k € [2..10]) and identify the partitioning that is least af-
fected by such perturbations. We then assess the cluster stability by
comparing the partitionings obtained from the original data to
those found with perturbed data for any given k. To quantify these
differences, we first construct a binary connectivity matrix, in
which the element (i, j) represents the connectivity between pa-
tientsiandj, and is equal to 1 (blue) if they belong to the same clus-
ter, and O (white) otherwise. The upper parts in Figure 1, B through
E, show the original connectivity. The middle parts of the same
panels show the average connectivity for k € [2..5] over the 200 tri-
als. Next, we calculate the absolute difference between the original
and the perturbed connectivity matrices and compute the empir-
ical cumulative distribution functions (CDFs) of the entries of
the difference matrix (CDF-DM) (Fig. 1F). The area under this
CDEF-DM curve (AUC) is used to assess the stability of the cluster-
ing. Figure 1G shows the behavior of the AUC (red curve), as the
number of clusters varies from two to 10. In the ideal case of per-
fectly stable clusters, the original and perturbed connectivity ma-
trices are identical, yielding a difference matrix of zeros, a CDF-
DM that jumps from zero to one at the origin, and an AUC of
one. Based on this criterion, we chose the partitioning with the
highest AUC. As shown in Figure 1G, the correct number of sub-
types is three, as this corresponds to the largest AUC. The connec-
tivity corresponding to this partitioning is considered the optimal
connectivity, which will serve as input for data integration.

Interestingly, the perturbed connectivity matrices (middle
parts of Fig. 1B-E) clearly suggest that there are three distinct clas-
ses of patients. This demonstrates that for truly distinct subtypes
the true connectivity between patients within each class is recov-
ered when the data are perturbed, no matter how we set the value
of k. This resilience of patient connectivity occurs consistently re-
gardless of the clustering algorithm being used (e.g., k-means, HC,
or PAM) or the distribution of the data. When there are no truly
distinct subtypes, the connectivity is randomly distributed
(Supplemental Fig. S2). When the number of true classes changes,
the perturbed connectivity always reflects the true structure of the
data (Supplemental Figs. S2-S7).

One of the disadvantages of existing clustering approaches,
such as k-means, is that they will produce k clusters even for
completely random data. The question is whether this artificially
forced partitioning will also translate to the proposed approach.
In order to demonstrate that this is not the case, we show the
CDF-DM curves for completely random data as the black curves
in the lower panels of Figure 1, B through E. For each case of k €
{2, 4, 5}, the red curve (Dataset3) and the black curve (random
data) are close to each other, reflecting that the perturbed connec-
tivity for Dataset3 is almost as unstable as that of data without any
structure. In contrast, for the correct number of clusters (k = 3) the
red curve is far from the black curve, indicating that the clustering
obtained for this number of clusters is very different from random.
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Figure 1.

The PINS algorithm applied on a single data type, using the simulated data named Dataset3. (A) The data set consists of 100 patients and three

subtypes, each having a different set of 100 differentially expressed genes. The numbers of patients in each subtype are 33, 33, and 34, respectively. (B-E)
Original connectivity matrix (top), perturbed connectivity matrix (middle), and CDF of the difference matrix (bottom) for k=2, 3, 4, and 5, respectively. (F)
CDF of the difference matrix (CDF-DM) for k € [2..10]. (G) AUC values for Dataset3 (red curve), random data (black curve), and the difference (blue) be-

tween the two curves.

Figure 1G contrasts the behavior of the AUC for Dataset3 against
that of random data for all values of k from two to 10. The red
and black curves show the AUC values for Dataset3 and random
data, whereas the blue curve displays the difference (AAUC) be-
tween the two sets of AUC for k € [2..10].

In summary, the number of subtypes present in the data can
be identified based on any of the following three equivalent crite-
ria: (1) the best (closest to upper left corner) CDF-DM (see Fig. 1F),
(2) the highest AUC value (the peak of the red curve in Fig. 1G), or
(3) the maximum difference between the AUC constructed from

the data and the AUCs of random data (the peak of the blue curve
in Fig. 1G).

Results on gene expression data (single data type)

In order to validate this approach, we tested it first using real data
with known subtypes. Also, we first start by using a single data
type. In order to do this, we used eight gene expression data sets,
selected to include many samples (more than 1000), a large variety
of conditions and tissues, and a varied number of known subtypes.
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To address the particular challenge posed by situations in which a
subtype is poorly represented in the data, we include both ba-
lanced data sets with a ratio of almost 1:1 between the number
of samples in the smallest and the largest subtype, as well as unbal-
anced sets with ratios between 1:3 and 1:33. We also note that
some of these data sets were used in the publication of classical
subtyping procedures, such as CC (Monti et al. 2003) and nonneg-
ative matrix factorization (Brunet et al. 2004).

Five of the data sets, GSE10245 (Kuner et al. 2009), GSE19188
(Hou et al. 2010), GSE43580 (Tarca et al. 2013), GSE14924 (Le
Dieu et al. 2009), and GSE15061 (Mills et al. 2009), were down-
loaded from Gene Expression Omnibus, while the other three
data sets were downloaded from the Broad Institute: AML2004
(Golub et al. 1999; Brunet et al. 2004), Lung2001 (Bhattacharjee
et al. 2001), and Brain2002 (Pomeroy et al. 2002). See the
Methods section and Supplemental Table S1 for more details of
these eight data sets.

Since the true disease subtypes are known in these data sets, we
use the Rand Index (RI) (Rand 1971) and Adjusted Rand Index (ARI)
(Hubert and Arabie 1985) to assess the performance of the resulted
subtypes. RI measures the agreement between a given clustering

and the ground truth. In short, RI = (a + b)/(I;), where a is the

number of pairs that belong to the same true subtype and are clus-
tered together, b is the number of pairs that belong to different true

subtypes and are not clustered together, and < ]; > is the number of

possible pairs that can be formed from the N samples. Intuitively,
RI is the fraction of pairs that are grouped in the same way (either
together or not) in the two partitions compared (e.g., 0.9 means
90% of pairs are grouped in the same way). The ARI is the correct-
ed-for-chance version of the RI. The ARI takes values from —1 to
1, with the ARI expected to be zero for a random subtyping.

Table 1 shows the clustering results of PINS, CC, SNF, and
iCluster+ for the eight gene expression data sets. Cells highlighted
in green have the highest Rl and ARI in their respective rows. Forall
eight data sets, PINS considerably outperforms existing approaches
in identifying the known subtypes of each disease. More specifi-
cally, PINS yields the highest RI and ARI values for every single
data set tested.

To assess the stability of the clustering algorithms, we also an-
alyzed the gene expression data sets using different parameters for
PINS, SNF, and iCluster+. We demonstrate that PINS is robust to
the perturbation magnitude, while SNF and iCluster+ are very sen-
sitive to their parameters (Supplemental Tables S3-S5). In addi-

Table 1.
expression data

tion, PINS is also the most reliable when the signal to noise ratio
diminishes (Supplemental Fig. S8; Supplemental Table S2). Time
complexity for each of the subtyping methods is reported in
Supplemental Table S14 and Supplemental Figure S17.

Integrating multiple types of data

The challenge of integrating multiple types of data is addressed in
two stages. In the first stage, we identify subgroups of patients that
are strongly connected across heterogeneous data types. In the sec-
ond stage, we analyze each subgroup to decide whether or not it
may warrant further splitting.

Let us consider T data types from N patients. In the first stage,
PINS works with each data type to build T connectivity matrices,
one for each data type. A connectivity matrix can be represented
as a graph, with patients as nodes and with connectivity between
patients as edges. Our goal is to identify subgraphs that are strongly
connected across all data types. We merge the T connectivity ma-
trices into a combined similarity matrix that represents the overall
connectivity between patients. This matrix is used as input for sim-
ilarity-based clustering algorithms, such as HC, PAM (Kaufman
and Rousseeuw 1987), and Dynamic Tree Cut (Langfelder et al.
2008). By default, we use all three algorithms to partition the pa-
tients and then choose the partitioning that agrees the most
with the partitionings of individual data types (Strehl and Ghosh
2003). This completes stage I. Since a very strong signal may dom-
inate the clustering in stage I, we next consider each group one ata
time and decide whether to split it further. A group may be split
again if the data types are separable according to gap statistics
(Tibshirani et al. 2001), and the stage I clustering is extremely un-
balanced with low normalized entropy (for details, see Methods)
(Cover and Thomas 2012)

We illustrate the two stages of the procedure on the kidney re-
nal clear cell carcinoma (KIRC) data set from TCGA (Fig. 2). The in-
put consists of sample-matched mRNA, methylation, and miRNA
measurements (Fig. 2A-C). We first build the optimal connectivity
between patients for each data type (Fig. 2D-F). We then construct
the similarity between patients that is consistent across all data
types (Fig. 2G). Partitioning this similarity matrix results in three
groups of patients. Group 1 corresponds to the second largest
blue square, while group 2 corresponds to the largest blue square.
Group 3 includes all other patients.

In stage 11, we check each discovered group independently to
decideif it can be further divided. As a result, only group 1 is further
split into two subgroups (Fig. 2H). The first PCA plot shows the

The performance of PINS, consensus clustering (CC), similarity network fusion (SNF), and iCluster+ in discovering subtypes from gene

Data set PINS CcC SNF iCluster+

Name Samples Subtypes k RI ARI k RI ARI k RI ARI k RI ARI
GSE10245 58 2 2 0.90 0.80 6 0.64 0.32 2 0.69 0.38 3 0.7 0.43
GSE19188 91 3 3 0.84 0.66 4 0.82 0.6 4 0.61 0.12 6 0.72 0.33
GSE43580 150 2 2 0.72 0.44 3 0.68 0.37 2 0.58 0.15 7 0.6 0.19
GSE15061 366 2 2 0.83 0.65 6 0.72 0.43 2 0.53 0.05 10 0.58 0.17
GSE14924 20 2 2 1.00 1.00 7 0.64 0.25 NA NA NA 3 0.87 0.73
Lung2001 237 4 2 0.82 0.54 8 0.46 0.11 3 0.62 0.28 8 0.47 0.11
AML2004 38 3 4 0.85 0.65 5 0.81 0.56 2 0.59 0.17 4 0.66 0.21
Brain2002 42 5 8 0.89 0.61 5 0.8 0.46 2 0.57 0.13 3 0.71 0.35

For each data set (row), cells highlighted in green have the highest Rand Index (RI) and Adjusted Rand Index (ARI). For all eight data sets, PINS outper-
forms its competitors by having the highest Rl and ARI. SNF produced an error for GSE14924, shown as an NA value.
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Figure 2. Data integration and disease subtyping illustrated on the kidney renal clear cell carcinoma (KIRC) data set. (A-C) The input consists of three
matrices that have the same set of patients but different sets of measurements. (D-F) The optimal connectivity between the samples for each data type. (G)
The similarity between patients that are consistent across all data types. Partitioning this matrix results in three groups of patients. (H) Group 1 is further split
into two subgroups in stage Il. (/) Kaplan-Meier survival curves of four subtypes after stage Il splitting of group 1. The survival analysis indicates that the four
groups discovered after stage Il have significantly different survival profiles (Cox P-value 0.00013).

connectivity between patients in group 1 using mRNA data, while
the second and third PCA plots show that for methylation and
miRNA data, respectively. The connectivity reflects that this group
1 consists of two subgroups of patients: subgroup “1-1” in which
patients are strongly connected to each other’s across all the three
data types, and subgroup “1-2” in which patients are loosely con-
nected to each other’s. Figure 21 displays the four groups discovered
by PINS. These groups have very different survival profiles.

Subtyping by integrating mRNA, miRNA, and methylation data

We analyzed six different cancers which have curated level-three
data, available at the TCGA website (https://cancergenome.nih.
gov): KIRC, glioblastoma multiforme (GBM), acute myeloid leuke-
mia (LAML), lung squamous cell carcinoma (LUSC), breast inva-
sive carcinoma (BRCA), and colon adenocarcinoma (COAD). We
used mRNA expression, DNA methylation, and miRNA expression
data for each of the six cancers. TCGA contains multiple platform
for each data type. We chose the platforms giving the largest set of
common tumor samples across the three data types while still using a

single platform for each data type. Table 2 shows more details of
the six TCGA cancer data sets.

For each cancer, we first analyze each data type independent-
ly and report the resulting subtypes. We then analyze the three
data types together. PINS and SNF take the three matrices as input
without any further processing. Since CC and maxSilhouette
(Rousseeuw 1987) are not designed to integrate multiple data
types, we concatenate the three data types for the integrative
analysis. For iCluster+, we used the 2000 features with largest me-
dian absolute deviation for each data type. For some cancers,
iCluster+ is unable to analyze the microRNA data.

We note that our approach focuses on maximizing the stabil-
ity of the subtypes, based on cluster ensemble and connectivity
similarity, instead of maximizing the Euclidean distance between
discovered subtypes. In order to compare the proposed approach
with the classical approach, we also include a clustering method
that maximizes the silhouette index (Rousseeuw 1987). For
this maxSilhouette method, we use k-means as the clustering algo-
rithm and the silhouette index as the objective function to identify
the optimal number of clusters.
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Table 2. Description of the six data sets from The Cancer Genome Atlas (TCGA): kidney renal clear cell carcinoma (KIRC), glioblastoma multi-
forme (GBM), lung squamous cell carcinoma (LUSC), breast invasive carcinoma (BRCA), acute myeloid leukemia (LAML), and colon adenocarci-

noma (COAD)

Data set i) Sample no. Data type ii) Components no. Platform
KIRC 124 mRNA 17,974 lllumina HiSeq RNASeq
Methylation 23,165 HumanMethylation27
miRNA 590 lllumina GASeq miRNASeq
GBM 273 mRNA 12,042 HT HG-U133A
Methylation 22,833 HumanMethylation27
miRNA 534 lllumina HiSeq miRNASeq
LAML 164 mRNA 16,818 lllumina GASeq RNASeq
Methylation 22,833 HumanMethylation27
miRNA 552 lllumina GASeq miRNASeq
LUSC 110 mRNA 12,042 HT HG-U133A
Methylation 23,348 HumanMethylation27
miRNA 706 lllumina GASeq miRNASeq
BRCA 172 mRNA 20,100 lllumina HiSeq RNASeqV2
Methylation 22,533 HumanMethylation27
miRNA 718 lllumina GASeq miRNASeq
COAD 146 mRNA 17,062 lllumina GASeq RNASeq
Methylation 24,454 HumanMethylation27
miRNA 710 lllumina GASeq miRNASeq

For all data sets, we use TCGA-curated level three data of mMRNA expression, DNA methylation, and mRNA expression.

The subtypes identified by the four approaches are analyzed
using the Kaplan-Meier survival analysis (Supplemental Fig. S9-
S14; Kaplan and Meier 1958), and their statistical significance is as-
sessed using Cox regression (Table 3; Therneau and Grambsch
2000). After data integration, CC finds groups with significant sur-
vival differences in two out of the six cancers: GBM (P =0.039) and
LAML (P=0.035). SNF, iCluster+, and maxSilhouette find sub-
groups with significantly different survival only for LAML (P=
0.037, P=0.017, and P=0.032, respectively). In contrast, PINS
identifies groups that have statistically significant survival differ-
ences in five out of the six cancers—KIRC (P=10"%), GBM (P=
8.7 x 107°), LAML (P=0.0024), LUSC (P=0.0097), and BRCA (P
=0.034), showing a clear advantage of PINS over this state-of-
the-art method.

We also analyzed the subtypes discovered by the five meth-
ods using the concordance index (CI) and silhouette index (Sup-
plemental Tables S6, S7). In terms of silhouette, maxSilhouette
outperforms all existing methods in all but one case (23/24).
This is expected because maxSilhouette aims to maximize the sil-
houette values. However, higher silhouette values do not necessar-
ily translate into better clinical correlation, especially for data
integration. As shown in Table 3, PINS finds subtypes with signifi-
cantly different survival for five out of the six cancers, while the
maxSilhouette method does so for only one. Similarly, in terms
of CI, PINS outperforms maxSilhouette in all of the six cancers
(for more discussion about Silhouette index, see Supplemental
Figs. S15, S16; Supplemental Section 3.6).

We also analyzed different combinations of the three data
types, e.g.,, mRNA plus methylation, mRNA plus miRNA, and
methylation plus miRNA. Overall, PINS outperforms the other
four methods across the three different combinations (Supplemen-
tal Table S8). To investigate how stable PINS is with respect to the
agreement cutoff, we reran our analysis using five different cutoffs:
0.4,0.45, 0.5, 0.6, and 0.7 (Supplemental Table S9). In four out of
the six data sets (GBM, LAML, LUCS, COAD), there is no change
whatsoever, when this threshold varies from 0.4 to 0.7. In the re-
maining two data sets (KIRC and BRCA), the results remain the
same in seven out of 10 cases. For KIRC, when the cutoff changes
from 0.5 to 0.6, (i.e., increases our requirement for agreement),

PINS does not split the female group in stage II anymore. The sec-
ond case is BRCA, when the cutoff changes from 0.45 to 0.4. With
the low agreement cutoff, PINS clusters the patients using the
strong similarity matrix when this matrix is not supported by
the majority of patient pairs. Overall, the results are stable with re-
spect to the choice of this parameter. Furthermore, for all choices
of this parameter, the results obtained continue to be better than
those obtained with CC, SNF, and iCluster+.

Notably, the six data sets illustrated here include several inter-
esting cases. In the KIRC data, no single data type appears to carry
sufficient information for any of the four methods to be able to
identify groups with significant survival differences. However,
when the three data types are integrated and analyzed together,
PINS is able to extract four groups with very significant survival dif-
ferences (P = 10~*). Note that none of the other algorithms are able
to identify groups with significantly different survival profiles for
this disease.

Another interesting situation is that in which a single data
type is sufficient for the discovery of significantly different sub-
types. For instance, methylation appears to be a key phenomenon
in GBM since all four methods are able to identify subgroups with
significant survival differences based on this data type alone (P=
10~ for PINS, 103 for CC, P=0.017 for SNF, and 3 x 10~° for
iCluster+). However, when the methylation data are integrated
with mRNA and miRNA data, SNF and iCluster+ lose their ability
to accurately separate the patients into different survival groups
(P=0.062 for SNF and P=0.076 for iCluster+). In contrast, PINS
is able to combine the complementary signals available in the
three data types to obtain subtypes with even more significant sur-
vival differences (P=8.7 x 1075).

We studied the clinical information available for BRCA, and
we realized that most patients are estrogen receptor positive. Out
of 172 patients, there are 34 ER-negative (ER—), 134 ER-positive
(ER+), and four not evaluated. Supplemental Tables S10 through
S13 show the comparisons between ER subtypes and subtypes dis-
covered by PINS, CC, SNF, and iCluster+. These approaches per-
form poorly on this breast cancer data set (Cox P-value=0.034,
0.667, 0.398, 0.416 for PINS, CC, SNF, iCluster+, respectively) par-
tially because most patients belong to the ER+ subtype.
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Data integration and disease subtyping

Table3. Subtypesidentified by PINS, CC, SNF, iCluster+, and Silhouette for six TCGA cancer data sets: KIRC, GBM, LAML, LUSC, BRCA, and COAD
TCGA data set PINS (de SNF iCluster+ maxSilhouette
Name Patients Data type k Cox P k Cox P k Cox P k Cox P k Cox P
KIRC 124 mRNA 2 0.176 7 0.073 2 0.219 9 0.072 2 0.176
Methylation 3 0.111 6 0.128 3 0.577 10 0.14 3 0.111
miRNA 2 0.138 5 0.509 2 0.138 NA NA 2 0.138
Integration 4 1.3x107* 6 0.104 2 0.138 6 0.077 2 0.176
GBM 273 mRNA 2 0.408 5 0.281 2 0.992 10 0.056 2 0.408
Methylation 2 107 6 0.001 2 0.017 10 0.003 3 107
miRNA 4 0.086 6 0.526 2 0.401 10 0.09 2 0.276
Integration 3 8.7x107° 7 0.039 4 0.062 5 0.076 2 0.408
LAML 164 mRNA 5 0.003 6 8x107* 2 0.327 6 0.01 2 0.027
Methylation 6 0.239 7 0.049 2 0.993 10 0.002 2 0.04
miRNA 2 0.072 6 0.017 3 0.183 NA NA 2 0.07
Integration 4 2.4x1073 8 0.035 3 0.037 5 0.017 3 0.032
LUSC 110 mRNA 3 0.125 5 0.782 3 0.095 7 0.588 2 0.522
Methylation 8 0.019 9 0.129 2 0.376 10 0.606 2 0.765
miRNA 2 0.117 6 0.938 2 0.001 NA NA 3 0.268
Integration 5 9.7x1073 6 0.794 3 0.428 4 0.36 2 0.172
BRCA 172 mRNA 2 0.902 8 0.114 2 0.969 9 0.101 2 0.902
Methylation 4 0.048 8 0.578 5 0.878 10 0.083 2 0.702
miRNA 3 0.218 5 0.142 2 0.105 NA NA 2 0.093
Integration 7 3.4x1072 7 0.667 2 0.398 10 0.416 2 0.902
COAD 146 mRNA 2 0.113 8 0.048 2 0.148 6 0.29 2 0.113
Methylation 2 0.741 8 0.034 2 0.389 10 0.194 2 0.741
miRNA 4 0.452 7 0.318 3 0.131 NA NA 2 0.801
Integration 5 0.201 5 0.225 2 0.296 10 0.445 2 0.113

The first three columns describe the data, while the next eight columns show the number of subtypes and Cox P-values. The results for the integrated
data are displayed in bold. The cells highlighted in green have Cox P-values smaller than 0.01. Cells highlighted in yellow have Cox P-values between
0.01 and 0.05. After data integration, PINS finds subtypes with significantly different survival for five out of the six cancers (KIRC, GBM, LUSC, BRCA,
and LAML), whereas SNF, iCluster+, and maxSilhouette succeed for only one (LAML) and CC succeeds for two (GBM and LAML).

For LAML, LUSC, and BRCA, PINS is able to find subtypes
with significantly different survivals based on a single data type
alone, but the integrative analysis of all three data types greatly en-
hances the significance of the survival differences. Finally, we in-
clude the COAD as a negative control, i.e., an example of a
condition in which no subtypes are known and for which none
of the approaches identify subgroups with significant survival dif-
ferences after data integration.

In summary, for every single integrative analysis, PINS out-
performs the three other approaches in identifying subtypes
with significantly different survival profiles. Furthermore, the re-
sults show a clear advantage of data integration over analysis of in-
dividual data types.

Subtyping by integrating mRNA and CNV data

We analyzed two breast cancer cohorts obtain from the Molecu-
lar Taxonomy of Breast Cancer International Consortium
(METABRIC) (Curtis et al. 2012). This data set consists of a discov-
ery cohort (997 patients) and a validation cohort (995 patients).
For each of these patients, matched DNA and RNA were subjected
to copy number analysis and transcriptional profiling on the Affy-
metrix SNP 6.0 and [llumina HT 12 v3 platforms, respectively. We
downloaded the mRNA and CNV data from the European Ge-
nome-Phenome Archive (https://www.ebi.ac.uk/ega/) and high-
quality follow up clinical data from cBioPortal (http:/www.
cbioportal.org). There are patients that were followed up to ~30
yr. The clinical data include PAMS0 subtypes, overall survival,
and disease-free survival (DFS) information. For the discovery set,
the clinical data of all of the 997 patients are available. For the val-
idation set, there are high-quality clinical data for 983 patients.

Table 4 shows the Cox P-value and CI of the subtypes discov-
ered by the four unsupervised clustering approaches. For each row,
the best P-value (most significant) and the best CI (highest) are in
green. PINS continues to perform better than CC, SNF, and
iCluster+.

Functional analysis of discovered subtypes

We examined the detailed mechanisms captured by our subtypes,
for the three TCGA data sets with the best Cox P-values, in terms of
clinical variables, pathways, gene ontology, and functional analy-
sis. The discovered subtypes corroborate the results of formerly re-
ported subtypes and identify new and potentially important
associations. Interestingly, both KIRC and LAML include a mito-
chondrial subgroup which has not previously been described.
The significant Cox P-values for KIRC subgroups implies the
existence of disease subtypes related to gender, which are not de-
fined by a purely gender-based signal. The most aggressive KIRC
subtype (group “1-1") (Fig. 2I, blue) appears to affect only females
(100% of samples in this subgroup are female). This poor survival
female group includes 86% of stage IV cases among females. There
are 3137 genes differentially expressed between long-term and
short-term survivors (Supplemental Table S15). Ninety-two per-
cent (2880) of these were down-regulated in the poor survivors.
Functional analysis using WebGestalt (Wang et al. 2013; see
Supplemental Table S17) shows that the poorest surviving female
group had damage to the brush border membrane of the kidney
proximal tubules, acute phase reaction, decreased transmembrane
ion transport, and elevated response to erythropoietin compared
with the females with better survival. The significant cellular
component terms are related to plasma membrane, in particular
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Table 4. Cox P-value and concordance index (Cl) of subtypes discovered by PAM50, PINS, CC, SNF, and iCluster+ on METABRIC data

Data Metric Survival PAM50 (5) PINS (6/14, 4/7) CC (10, 8) SNF (2, 2) iCluster+ (10, 9)
Discovery P-value DFS 3x107™" 6.5x197'° 2.5%x107° 8.7x107° 0.634
Overall 8.5x107° 1.9x107° 8.1x10°¢ 0.035 0.473
cl DFS 0.62 0.634 0.598 0.572 0.538
Overall 0.578 0.598 0.572 0.543 0.529
Validation P-value DFS 3.1x107° 43x107° 0.012 0.019 0.0049
Overall 29x107° 0.0038 0.0079 0.752 0.0049
cl DFS 0.636 0.589 0.572 0.543 0.57
Overall 0.561 0.545 0.538 0.481 0.543

For each discovery and validation cohort, we calculate the P-value and Cl with respect to disease-free survival (DFS) and overall survival of the patients.
For each row, the best P-value (most significant) and the best Cl (highest) are in green, while the second-best values are in yellow. The number of clus-
ters are shown under the name of the clustering methods. For example, there are five PAM50 subtypes reported in the clinical data, while CC discovers
10 and eight subtypes for the discovery and validation set, respectively. For the discovery set, PINS identifies six groups in stage | and 14 subgroups in
stage Il. For the validation set, PINS identifies four groups in stage | and seven subgroups in stage Il. We note that PAM50 is a classification approach,
not an integrative clustering method. In terms of Cox P-value and Cl, PINS performs the best among the unsupervised clustering approaches.

“brush border membrane.” The biological process and pathway
terms concern known proximal tubule functions: metabolic pro-
cesses and transmembrane and ionic transport. The molecular
function term “glycosides activity” is also related, since alpha-glu-
cosidase precursor has been localized to the proximal tubule
brush border, where it is secreted into the urine (Klumperman
et al. 1989). Another process that is highly significant among
the genes down-regulated in poor survivors is protein folding
and the ability to dispose of incorrectly folded proteins.
Functional analysis using iPathwayGuide (Advaita) also points
to damaged proximal tubules in the nephrons of women with
poor outcome. The most significant signaling pathway is mineral
absorption at FDR=0.002. Several differentially expressed solute
carriers on the Mineral absorption pathway are located in “brush
border membrane” (Supplemental Fig. S19a). In the kidney, brush
border membranes are found in the proximal tubules, which car-
1y filtrate away from the glomerulus in the nephron, and support
the secretion and absorption of charged molecules into and out of
the filtrate. Other significantly impacted pathways were all meta-
bolic, except the PPAR signaling pathway (Supplemental Fig.
S19b). PPAR signaling is down-regulated in poor surviving wom-
en and may reflect the advanced age of this group (Sung et al.
2004).

The less aggressive KIRC subtype (group 2) (Fig. 21, red) is 98%
male. This group shows up-regulation of pathways associated with
metastasis, including cell migration and vascularization. It also
shows down-regulation of mitochondrial ATP production, poten-
tially due to an X-linked disorder. This is
particularly interesting because all but
one patient in this group are males (and
the subgroup was identified without us- A

PINS result, GBM, p = 8.76-05 B

through S$18, and Supplemental Figures S18 through S20 for
more analysis.

GBM subtypes found by PINS can be correlated to subtypes
described by other investigators. Our data show that GBM sub-
types are highly influenced by methylation profiles (Table 3). Of
the three GBM groups (Fig. 3A), the one with the best survival
(group 2, red) is significantly rich in IDHI mutations (P=2x
107%). Among the 45 patients that have IDHI1 mutation informa-
tion, all seven mutated samples belong to this group and all 38
wild-type samples belong to other groups. This group consists of
younger patients with a tendency for recurrent tumor events.
Therefore, it is similar to the proneural subtype (Verhaak et al.
2010) and may respond to temozolomide (Phillips et al. 2006;
Wang et al. 2014), a drug that interferes with DNA replication.

Enrichment analysis of both clusters “1-1” and “1-2” com-
pared with the good survivors (“2”) shows high invasiveness and
vascularization, as should be expected. Like the proliferative and
mesenchymal subgroups identified by Phillips et al. (2006), these
clusters have close, parallel survival curves. Pathway analysis con-
trasting these two reveals that subtype “1-1” is more collagenous
than “1-2,” with more extracellular matrix and calcium ion bind-
ing and thus may be more mesenchymal than proliferative.
Collagen and extracellular matrix terms are associated with inva-
siveness in GBM (Mammoto et al. 2013; Payne and Huang
2013). GO analysis suggests that “1-2"” is a subtype with strong reg-
ulation of glial and astrocyte differentiation and thus may be more
proliferative than mesenchymal. In addition, “1-2” is significantly

PINS result, LAML, p = 0.0024

1.0

ing the sex information). Group “1-2”
(cyan), which has a better survival rate
than the male group, is 100% female
and consists of mostly stage I cases. The
fourth subtype (group 3) (Fig. 2, green)
consists of patients who all survived until
the end of the study. Variant analysis
shows that the gene VHL is mutated in
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Figure 3. Kaplan-Meier survival analysis for glioblastoma multiforme (A) and acute myeloid leukemia
(B). The horizontal axes represent the time passed after entry into the study, while the vertical axes rep-
resent estimated survival percentage.
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Data integration and disease subtyping

enriched in glycine and serine metabolism compared with “1-1,” a
phenomenon reported in aggressive glioma (Chinnaiyan et al.
2012). Serine and glycine metabolism are implicated in oncogen-
esis and, notably, provide methyl groups for DNA and histone
methylation (Chinnaiyan et al. 2012; Amelio et al. 2014), a possi-
ble explanation for the dominant influence of methylation profile
on our subtyping results.

Over 90% of the genes that are differentially expressed be-
tween the short-term surviving males (group “1-2”) and the medi-
um-term surviving males (group “1-1") are up-regulated in the poor
survivors. The only significant KEGG pathway is glycine, serine, and
threonine metabolism, which is up-regulated in the poor survival
group “1-2” (Supplemental Fig. S22). An abundance of serine and
glycine in glioblastoma, a sign of the metabolic reprogramming,
isahallmarkin many cancers (Chinnaiyan et al. 2012). This “glyco-
lytic shunt” is characterized by overproduction of the gene PHGDH
(De Berardinis 2011), and indeed, PHGDH overexpression is ob-
served in group “1-2” compared with “1-1.” Many microRNAs are
more highly expressed in “1-2.” The most significant up-regulated
microRNAs are in the family including miR-200B and miR-200C
(FDR-corrected = 1071%). MiR-200C is known to associate with
high-grade gliomas, and the miR-200 family is implicated in GBM
for the epithelial-mesenchymal transition (Lavon et al. 2010).
See Supplemental Section 4.2, Supplemental Tables S19 through
$22, and Supplemental Figure S21 through S23 for more analysis.

Genes from the cytogenetic bands 14q and 19q are also en-
riched in “1-2,” or lacking in group “1-1” as the case may be, since
the differential expression is relative. Loss of heterozygosity (LOH)
in the cytogenetic region 14q, at several sites, has been observed to
correlate with glioblastoma development. The subregion 14q23-
31 is suspected to be rich in tumor-suppressor genes (Hu et al.
2002; Misra et al. 2005) and is represented in our results by the en-
riched cytoband 14924 (FDR-corrected P-value=e™>). Thus, we
may assume that it is down-regulated in group “1-1” as opposed
to “1-2" as well as normal tissue. The cytoband subregion 19q13
(FDR-corrected P-value =e~°) has been observed to be amplified
in some glioblastomas at 19q13.2 (Vranova et al. 2007), but dele-
tions within the region 19q13.33-q13.41 are also reported in astro-
cytic tumors (Vogazianou et al. 2010).

We look for mutations that are highly abundant in the short-
term survival group “1-2” but not in the long-term survival group
“2” as shown in Figure 4A. In this figure, each point represents a
gene, and its coordinates are the number of patients having at least

Mutations in LAML subtypes

a variant in that gene in each group. In principle, we would look
for groups of mutated genes in the top left and the bottom right
corner. There are two sets of mutated genes that can be associated
with one of the groups. Mutated genes, which are abundant in
group “2” (high survival), are IDHI and ATRX, while the set of mu-
tated genes enriched in group “1-2” (low survival) comprises EGFR,
TTN, and PTEN. When we look at the specific variants present in
these genes, we note that all patients with variants in IDHI have
exactly the same variant, 15121913500 (in dbSNP). Interestingly,
all the eight patients with ATRX mutations also have the same
IDHI mutation. Previous work has shown that patients with this
IDH1 mutation usually have a significantly improved prognosis
with longer survival compared with patients with wild-type
IDH1 (Parsons et al. 2008). This mutation is known to be a target
for therapy and drug development (Wick et al. 2009).

Each of the four AML subtypes found by PINS consists of a
mixture of males and females (Fig. 3B). The subgroup 1 (blue)
with the best survival matches the acute promyelocytic leukemia
(APL) subtype. This group is characterized by younger patients,
lower percentage bone marrow blasts, and higher percentage
bone marrow lymphocytes. All FAB M3 cases and 83% M3 cases
belong to this group 1. FAB M3 is the APL subtype, caused by the
fusion of part of the RAR-alpha gene from Chromosome 17 to the
PML region on Chromosome 15. Patients in group 1 are seen to
be in better CALB risk groups. This group is also associated with
negative CD34 and negative HLA-DR (human leukocyte antigen);
negativity of both together is highly indicative of the APL subtype.

The subtype with the poorest survival (group 4) (Fig. 3B,
black) includes older patients, with multiple and various muta-
tions and lymphocytic signals, identifying it as “mixed lineage,”
patients with both AML and ALL. Of the two intermediate survival
subtypes, group 3 (red) is dominated by myelocyte (neutrophil)
and monocyte (macrophage) lineages, inflammation, and phago-
cytosis terms. The other intermediate subtype (group 2, green)
shows abnormality of mitochondrial translation and may be a spe-
cific subtype treatable with the antibiotic tigecycline (Skrtic et al.
2011). See Supplemental Section 4.3, Supplemental Tables S23
through S32, and Supplemental Fig. S24 through S29 for more
analysis.

Group 4 has the worst survival and includes the patients with
the greatest variety of mutations. All representatives of FAB M6
(erythroleukemia) and FAB M7 (acute megakaryoblastic leukemia)
are in this group, although there are also members of other FAB

subtypes (except M3 and M5). Up-regula-
tion of genes on the KEGG pathway
Hematopoietic Lineage (Supplemental Fig.
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S25) shows that it has higher lymphoid
markers than the other groups and there-
fore may be “mixed phenotype acute leu-
kemia” (MPAL) (The American Cancer
Society 2014). Patients with MPAL pre-
sent with a large number of cytogenetic
RUNX1 abnormalities are difficult to treat and

’ i3 have high mortality rates (Wolach and

5 10
Group 1-2 (short-term survival)

Figure 4. Number of patients in each group for each mutated gene for GBM (A) and LAML (B). The
horizontal axes represent the count in short-term survival group, while the vertical axes show the count
for long-term survival group(s). Interesting genes/variants will appear in the lower right or upper left cor-
ners. (A) There are nine patients in group “1-1” that have a mutation in IDHT, while there is no patient in
group 2 reported to have any mutation in this gene. Furthermore, all patients in group 1 share exactly the
same mutation, rs121913500 (in dbSNP), which is a T replacing a C on Chromosome 2. (B) Mutations in

TP5 3 are associated with short-term survival in LAML.

4 6 8
Group 4 (short-term survival)

Stone 2015). MPAL accounts for between
2% and 5% of AML cases (Matutes et al.
2011; Wolach and Stone 2015), although
there are other AML classes with MPAL
phenotype. Group 4 comprises 20% of
the AML cases in this study and therefore
is probably not purely MPAL. However,
64% of group 4 have FISH abnormalities,
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which is consistent with the study of Yan et al. (2012), who tested
92 patients with MPAL and showed that 64% had cytogenic abnor-
malities. HLA-DR and CD34 tend to be positive in MPAL, but
MPAL is heterogeneous and may not be a distinct entity.
Associated with these highly significant cytogenetic abnormalities
in Supplemental Table S26, including the highest number of 5q
and 7q deletions (Supplemental Table S24), we observe poor risk
(Supplemental Table S23), interaction with the CALGB risk group,
and confounding of several cytogenetic abnormalities with other
clinical variables (Supplemental Table S27). WebGestalt results
(Supplemental Table S32) support the strong presence of T-cell leu-
kemia (ALL) along with B-cell leukemia (AML). In addition, we
note that there is a highly significant overabundance of genes on
Chromosomes 22, 11, and 19 but significant loss of genes on
Chromosomes 5 and 7. Variant analysis shows that TP53 mutation
is enriched in group 4 (short-term survival), while NPM1 is abun-
dant in groups 1, 2, and 3 with higher survival rate (see Fig. 4B).

Discussion

Regarding time complexity, PINS needs a significantly longer time
than CC and SNF to perform an analysis on large data sets. This is
due to two reasons. The first reason is that we rely on data pertur-
bation and repeated clustering to discover patterns of patients that
are stable against small changes of molecular data. Second, we run
k-means multiple times to make sure that the results are stable and
reproducible. This problem can be addressed in a number of ways,
e.g., by performing the computation in parallel. We plan to fully
develop our current software to exploit multiple cores whenever
possible.

Another limitation of PINS is that we treat all data types
equally in determining subtypes. This may not always be appropri-
ate. For instance, for GBM, the results show that methylation plays
a major role in determining distinct subtypes. If only this informa-
tion were available before hand, each of the four methods com-
pared (PINS, CC, SNF, iCluster+) could discover subtypes with
significantly different survival using methylation alone. The
good news is that PINS is able to extract subtypes with significant
survival differences even after data integration, unlike all other ex-
isting approaches. However, in theory, there could be situations in
which data types that are irrelevant to the correct subtyping may
drown the signal coming from a single relevant data type. One
way to preempt this is to combine the connectivity matrices in a
weighted manner. This improvement would require an evaluation
of the quality of the clusters obtained on individual data types,
quality assessment that can subsequently be used to determine
the weights.

Nevertheless, the novel approach described here is able to ad-
dress two very important challenges: data integration and disease
subtype discovery. We show that PINS is able to (1) effectively in-
tegrate mRNA, microRNA and methylation data and, (2) in an un-
biased and unsupervised manner, discover disease subtypes
characterized by significant survival differences. PINS outperforms
current state-of-the-art approaches as a method not only for sub-
type discovery based on a single data type but also for identifying
novel subtypes with significantly different survival profiles by in-
tegrating multiple types of data. In addition, the visualization of
pair-wise connectivity between patients can provide additional in-
sight into the discovered subtypes.

In conclusion, PINS can be used to integrate many other
high-throughput data types for the purpose of disease characteri-
zation, understanding of disease mechanisms, or biomarker detec-

tion. It can also be used to integrate pharmacokinetic data and
drug response data for drug development and repurposing.
Finally, this method provides a powerful alternative to CC, a prom-
inent technique in machine learning, with the additional ability
to integrate multiple types of data. Unlike many existing machine
learning approaches, PINS can effectively analyze data sets with
tens of thousands of variables and hundreds of samples, without
requiring a preliminary step involving data filtering or feature se-
lection. These capabilities make PINS highly relevant for immedi-
ate practical applications rather than just a theoretical advance.
Since PINS is completely independent of the data types being
used, it can be applied in many areas to tackle unsupervised ma-
chine learning problems involving either single or multiple types
of high-dimensional data.

Methods

Data processing and normalization

For single data type analysis, we used eight gene expression
data sets with known subtypes. Five data sets, GSE1024S,
GSE19188, GSE43580, GSE14924, and GSE15061, were down-
loaded from Gene Expression Omnibus (https://www.ncbi.nlm.
nih.gov/geo/), while the other three were downloaded from the
Broad Institute: AML2004 (https://archive.broadinstitute.org/
cancer/pub/nmf/), Lung2001 (https://www.broadinstitute.org/
mpr/lung/), and Brain2002 (https://archive.broadinstitute.org/
mpr/CNS/). The data set AML2004 was already processed and nor-
malized (Brunet et al. 2004). For the other seven, Affymetrix CEL
files containing raw expression data were downloaded and pro-
cessed using the three-step function from the package affyPLM
(Bolstad 2004).

For integrative analysis of mRNA, methylation, and miRNA,
we downloaded level-three data of six different cancers from
TCGA (https://cancergenome.nih.gov): KIRC, GBM, LAML,
LUSC, BRCA, and COAD. The only processing step we did is to per-
form log transformation (base 2) to rescale sequencing data
(GASeq and HiSeq platforms). Clinical data were also obtained
from the same website.

For integrative analysis of mRNA and CNV, we downloaded
the normalized data for METABRIC data sets from the European
Genome-Phenome Archive (https://www.ebi.ac.uk/ega/) with ac-
cession IDs: EGAD00010000210 (expression data, discovery),
EGADO00010000214 (CNV, discovery), EGAD00010000211 (ex-
pression data, validation), and EGAD00010000216 (CNV, valida-
tion). The only preprocessing step we did is to map CNVs
to genes using the CNTools package (https://bioconductor.org/
packages/release/bioc/html/CNTools.html). We also downloaded
high-quality follow-up clinical data from cBioPortal (http://www.
cbioportal.org).

Perturbation clustering

The pipeline of the algorithm is shown in Supplemental Figure S1.
The input is a data set (matrix) E € R™MM where N is the number of
patients and M is the number of measurements for each patient.

Construction of original connectivity (steps 1-2)

In step 1, we partition the patients using all possible number of
clusters k € [2..K]. Formally, the input E can be presented as a set
of N patients E={e, ¢, ..., en}, where each element vector e; €
RM represents the molecular profile of the ith patient (i € [1..N]).
A partitioning Py (k clusters) of E can be written in the form
Py ={P1, P2, ..., Py}, where P; is a set of patients such that
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Data integration and disease subtyping

Vi,j € [1..k] and P; 07’/. =, Vi,j € [1.K], i#]j. After step 1, we have
(K —1) partitionings: {P, ..., Px}, one for each value of k € [2..K].

In step 2, we build the pair-wise connectivity for each parti-
tioning obtained from step 1. For a partitioning Py, two patients
are connected if they are clustered together. We build the con-

nectivity —matrix Ge{0,1}N from the partitioning
Py = {P1, P2, ..., Py} as follows:
1 if 3t € [1..k] 16,6 EPy
Culi.j) = {0 otherwise : @

In other words, the connectivity between two patients is 1 if
and only if they belong to the same cluster. For example, we cluster
a set of five elements into two clusters with the resulted partition-
ing P, = {P1, P2}, where P; = {e1, e2} and Py = {e3, e4, es}. In this
case, e; is connected to e, and is not connected to other elements
(e3, e4, €s). Similarly, elements {es, 4, es} are all connected to each
other but not to elements {e;, ¢;}. The constructed connectivity
matrix for P; is as follows:

C, =

QOO ==
QOO
—_—-—-0 O
—_—-—-0 O
-0 O

Intuitively, a partitioning can be presented as a graph in which
each patient is a node and the connectivity between two patients
is an edge, such that the edge exists if and only if the two patients
have similar molecular profile and thus are clustered together. Any
two patients of a cluster are connected by an edge, and any two pa-
tients of different clusters are not connected. The connectivity
matrix of the clustering is exactly the adjacency matrix of the
graph.

We construct one connectivity matrix for each value of
ke[2..K]. After step 2, we have (K-1) connectivity matrices
C,, ..., Cx. We refer to these matrices as original connectivity matrices
because they were constructed from the original data without data
perturbation.

Generating perturbed data sets (step 3)

In order to assess the stability of the partitionings obtained in steps
1 and 2, we generate H new data sets by perturbing the data. One
way to do so is to add Gaussian noise to the original data E.
However, if the variance of the noise we add is much lower than
the intrinsic variance of the data, the added noise will not perturb
data sufficiently. On the other hand, if the variance of the noise we
add is much higher than the intrinsic variance of the data, differ-
ences between true subtypes may be drowned by the added noise.
For this reason, we will perturb the data with a noise that has the
variance equal to the variance of the data. By setting the variance
of the perturbation noise equal to the median variance of the data,
we aim to automatically set the magnitude of the perturbation we
apply to be comparable to the noise of the system. By default, the
noise variance is calculated as follows:

o? = median{d?, ..., 0%}, 2

where 0,2 =varlE(i,j),i € [1.N]},j € [1.M]}.
We then generate H new data sets J® € RV, h e [1..H] by
adding Gaussian noise N (0, ¢%) to the original data:

JO = E+N©, &), A3

where o is calculated as in equation 2. After this step, we have H

perturbed data sets JU, J@, ..., J* that will be used to compute
the perturbed connectivity matrices.

Construction of perturbed connectivity (steps 4—6)

To construct the connectivity between patients for the perturbed
data (step 4), we cluster each of the H perturbed data sets using
k-means with varying values of k € [2..K]. For example, for k=2,
we partition the data set J¥) into two clusters and get the Q(Zl) par-
titioning. We perform k-means with k=2 for each of the H per-
turbed data sets and get H different partitionings
Q(Zl), Q(Z), o Q(ZH) for k=2. Note that all of these perturbed data
sets were generated by adding a small amount of noise to the
same input E. In the ideal case, adding noise to the data would
not influence the clustering results; i.e., all of the partitionings
Q“), Q(z), o Q(ZH) would be identical to P,. The more differences
there are between the perturbed partitionings, the less reliable
the original P, partitioning is.

Now we have H different partitionings Qf), Q(kz), e Q}f” for
each value of k € [2..K]. In step 5, we construct a connectivity ma-
trix for each partitioning created in step 4. Specifically, for the par-
titioning Q,(f ) (he[1..H], ke [2..K]), we construct the connectivity
matrix G\ € {0, 1}¥*N as follows:

1 if i,j belong to the same cluster

0 otherwise @

6. j) = {

After this step, we have H connectivity matrices G(k”, G;f), ey Gﬁ”
for each value of k. In step 6, we calculate the perturbed connectiv-

ity matrix by averaging the connectivity from GY, GLZ), e GiH) as
follows:
1& o
A= > 6y, (5)
h=1

where A € [0, 11N and k € [2..K]. We refer to these matrices as per-
turbed connectivity matrices. For each value of k € [2..K], we have one
original connectivity matrix and one perturbed connectivity matrix.

Stability assessment (steps 7—9)

Given the number of clusters k, we would like to quantify the dis-
crepancy between G and Ay. In step 7, we calculate the difference
matrix Dy € [0, 11V as follows:

Dy = |Gy — Ayl (6)

Dy (i, j) represents the absolute change in connectivity between e;
and ¢; when the data are perturbed. The smaller D (i, j), the more
robust the connectivity between e; and ¢;. Ideally, when the cluster-
ing is the most stable, there would be no differences between G
and Ay; i.e., all entries of D are equal to zero. The distribution of
the entries of Dy reflect the stability of the clustering. The more
this distribution shifts toward 1, the less robust the clustering. In
step 8, we compute the empirical CDF F; of the elements of Dx.
For a value c on the interval [0, 1], we calculate F; (c) as follows:

card{Dy(i,j) < c A i, j € [1..N]}
N2 !

where the card( -} operator in the numerator represents the cardi-
nality of a set. In essence, the numerator is the number of elements
in D that are smaller than or equal to ¢, while the denominator
represents the total number of elements in the matrix Dy.

In step 9, we calculate AUC, for each of the F; CDF. If G and
Ay are identical, then the data perturbations do not change the
clustering results, the difference matrix Dy will consist of only
0’s, F, (0)=1, and AUCy=1. However, if G, and Ay differ, then

Fi(o) = @)
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the entries o{ D shift toward 1, and AUCk < 1. In step 10, we choose
the optimal k for which the AUC is maximized as follows:

k =« (AUCy, k € [2..K)). 8)

This k is the optimal number of clusters found by the algorithm.
This is the number of clusters that produces the clustering exhibit-
ing the least disruption when the original data are perturbed by the
added noise. Upon finishing, the algorithm returns the optimal
value of k, the partitioning Py, the original connectivity matrix
C;, and the perturbed connectivity matrix A;.

Subtyping multiomic data

Here we describe the workflow of PINS for integrating multiomics
data. The input of PINS is now a set of T matrices
E={Ei E;,....Er}, where T is the number of data types,
E; € RYM represents the measurements of the ith data type, N
is the number of patients, and M; is the number of measurements
per patient for the ith data type. The T matrices have the same
number of rows (patients) but might have different number of col-
umns. For example, for KIRC, we have three data types: mRNA,
DNA methylation, and microRNA. The three data types have the
same number of patients, N =124, but different numbers of mea-
surements. The numbers of measurements for mRNA, methyla-
tion, and microRNA are M;=17,974, M, =23,165, and M3 =590,
respectively.

The workflow consists of two stages. In stage I, we construct
the combined similarity matrix between patients using the con-
nectivity information from individual data types. We then parti-
tion the patients using the integrated similarity matrix. In stage
II, we further split each discovered group of patients into sub-
groups if possible.

Stage I: data integration and subtyping

The algorithm starts by clustering each data type using the pertur-
bation clustering described above. Consider the ith data type with
the data matrix E;. The perturbation clustering estimates IA<1 as the
number of subtypes for this data type and then partitions the
data into k; clusters. The algorithm then constructs the original
connectivity matrix G, for this data type, in which the connectivity
between elements of the same cluster is 1 and the connectivity be-
tween elements of different clusters is 0. Note that the index i here
denotes the index of the data type. For T data types, we have T orig-
inal connectivity matrices Cy, G, ..., Cr. If we consider each patient
as a node and the connectivity between two patients as an edge,
then each connectivity matrix for each data type represents a
graph. Each graph represents the connection between patients
from the perspective of one specific data type. Our goal is to iden-
tify groups of patients that are strongly connected across all data
types.

In the ideal case, different data types give consistent connec-
tivity between patients, and thus, we can easily identify the sub-
types. Otherwise, we need to rely on the average connectivity
between data types to partition the samples. To start with, we mea-
sure the agreement between the T data types using a concept sim-
ilar to the pair-wise agreement of the RI. Given two partitionings of
the same set of items, the RI is calculated as the number of pairs
that “agree” divided by the total number of possible pairs. A pair
“agrees” if the two samples are either grouped together in both par-
titionings or they are separated in both partitionings. We extend
this concept to T partitionings of T data types. First, we define
that the connectivity between two patients is consistent if it
does not change across data types; i.e., the two patients are either
connected in all the data types or are not connected at all in any

data type. We then define the agreement of T data types as the
number of pairs having consistent connectivity, divided by the to-
tal number of possible pairs.

We first calculate the average pair-wise connectivity between
patients as follows:

Sc = Z;r=1 Ci.

T )

We refer to S¢ as the original similarity matrix because it is con-
structed from the original connectivity matrices. An entry Sc (i,
j) will be zero if the elements i and j are never clustered together;
it will be one if the elements i and j are always clustered together,
and it will be between zero and one if the two elements are clus-
tered together only in some data types. We then calculate the
agreement between the data types as follows:

card{Sc(,j) =0V 8¢, j) =1,i <j}
N .
()
In this equation, the numerator counts only the situations in
which the connectivity of the pair is consistent across all data types
(either the two samples are always together or always separated). If
the majority of pairs are consistent (agree(Sc) > 50%), we say that

the T data types have a strong agreement. In this case, we also
define a strong similarity matrix S¢ as follows:

agree(Sc) = (10)

1 if Sl j) =1

0 otherwise '’ an

SC(i’ ]) = {
where 8c(i, j) = 1 if and only if i and j are clustered together in all
data types. A HC is then applied directly on this matrix, and the re-
sulting tree is cut at the height that provides maximum cluster
separation.

Each data type represents a different but important perspec-
tive, supported by its own type of evidence. In the ideal case, we
would like to have a partitioning that is confirmed by all patient
pairs across all types of evidence. In this case, the strong similarity
matrix would clearly define groups of patients that are strongly
connected across all data types. However, this is not always the
case in practice, where different data types provide different and of-
ten contradictory signals. In this case, we are forced to use the aver-
age similarity matrix to determine the groups. Intuitively, the 50%
threshold corresponds to a situation in which the partitioning is
supported by more than half of all patient pairs (for the stability
of PINS with respect to this cutoff, see Supplemental Table S9).

When the data types do not have a strong agreement, we need
to partition the patients using the average connectivity between
them. The matrix §¢ represents the overall similarity between pa-
tients and therefore {1 — 8¢} represents the distance between pa-
tients. The matrix of pair-wise distance can be directly used by
similarity-based clustering algorithms (methods that can use
pair-wise distances and do not require coordinates in the original
space), such as HC, PAM (Kaufman and Rousseeuw 1987), or dy-
namic tree cut (Langfelder et al. 2008). Here we use all the three al-
gorithms to partition the patients and then choose the partition
that agrees the most with the partitionings of individual data types.

The dynamic tree cut algorithm can automatically determine
the number of clusters, but the other two algorithms, HC and
PAM, require that the number of clusters is provided. To determine
the number of clusters for HC and PAM, we introduce the per-
turbed similarity matrix, which is the average of the perturbed con-
nectivity between patients across T data types:

T .
Sy = Lf}l A , (12)
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where A; is the perturbed connectivity matrix of the ith data type.
Note that 8¢ is constructed by averaging the original connectivity
of T data types, while §, is constructed by averaging the perturbed
connectivity of T'data types. Analogous to the case of using a single
data type, we use both matrices to determine the number of sub-
types for HC and PAM.

For HC, we first build the H, tree using the original similarity
matrix 8¢, and then we build the H, tree using the perturbed sim-
ilarity matrix 8,. For each value of k € [2..10], we cut H, to get k
clusters and then build the connectivity matrix. We cut the tree
H; for the same value of k and then construct another connectivity
matrix. We then calculate the instability d as the sum of absolute
difference between the two connectivity matrices. We choose k for
which the d; is the smallest, i.e., k= argmin, (di, k € [2..K]).

For PAM, we partition the patients using both original and
perturbed similarity matrices. For each value of k, we have one par-
titioning using the original similarity matrix $¢ and one partition-
ing using the perturbed similarity matrix bfS,. We build the
connectivity matrices for the two partitionings and then calculate
the instability di as the absolute difference between the two con-
nectivity matrices. We choose k for which the dy is the smallest,
ie., k= argmin, (di, k € [2..K]).

After finding the three partitionings using the three similari-
ty-based clustering algorithms, we calculate the agreement be-
tween each partitioning and the T data types. Again, we use the
agreement concept introduced in equation 10. For each algorithm,
we calculate the agreement between its partitioning and the T par-
titionings for the T data types. We then choose the result of the al-
gorithm that has the highest agreement with the T data types.

Stage II: further splitting discovered groups

In stage II, the goal is to discover true partitions whose presence
may have been obscured by the dominant signal in the first stage.
Since our approach is an unsupervised approach, we do not have
prior information to take into account important covariates,
such as gender, race, or demographic. If these signals are predom-
inant, we are likely to miss the real subtypes. Another motivation is
that there are often heterogeneous subgroups of patients that share
clinically relevant characteristics even within a subtype. One ex-
ample is that Luminal A and Luminal B are both estrogen receptor
positive. If the data follow a hierarchical structure, the distances
between subgroups at the second level are smaller than the dis-
tances between groups at the first level. Therefore, one-round clus-
tering would likely overlook the subgroups within the groups
identified in stage I.

We attempt to subsplit each discovered group individually
based on several reasonable conditions set to avoid oversplitting.
First, we check if the connectivity of the data types found in stage
I strongly agrees. In the first case, when the connectivity between
patients are consistent in stage I (i.e., agree(Sc) > 50%), we continue
to check the consistency between patients within each group. We
use the same procedure as described in stage I to further split each
group. For a group, we partition the patients for each data type,
build the connectivity, and then check if the connectivity of pa-
tients is consistent across all data types. If each data type of a group
can be further partitioned and the optimal partitionings of all data
types strongly agree, we further split the group using the strong sim-
ilarity matrix generated for the patients only in that group.

In the second case, when the data types do not have strong
agreement in stage I, the connectivity is likely to have even weaker
agreement in stage II. To avoid extremely unbalanced subtyping,
which might be caused by extreme outliers, we also proceed to
stage II but only with the support of entropy (Cover and Thomas
2012) and the gap statistic (Tibshirani et al. 2001). Briefly,

the entropy of a partitioning can be calculated as follows.
Consider a set of N samples that are divided into k bins. Each bin
consists of n; samples, i € [1..k]. The multiplicity W, which is the to-
tal number of ways of arranging the samples into the bins, can
be calculated as W = N!/[];(n;!). The entropy is then defined
as the logarithm of the multiplicity scaled by a constant:

1
N
using Stirling’s approximation, In (N!) ~N In N — N, the entropy
can be calculated as

1 1
= =_ H—— E i!
H In W In (N!) ,- In(n;!). For large values of N, and

1k
H =~In N—l—ﬁ E (n;ln n; — ny)
' (13)

ko (n n;j . '
£ (1) -Sone

i
N
to the ith bin. The entropy value is maximized when the elements

In equation 13, p; = — is the fraction of elements that belongs

are equally distributed in k bins, i.e., p1 =p, = ... =py = % In this

k /1 1
case, Hygy = — Z <E) In (E) = In k. To scale the metric, we use
1

the normalized entropy which is the ratio between H and H,;,4y:

k . .
=_ 2_i piln pi

mk (14)

where H € [0, 1].

We note that A = 1 represents an ideally balanced clustering,
and A = 0 represents an unrealistically unbalanced clustering, e.g.
all the N elements fall into one bin. We proceed to stage Il only
when the entropy is <50% of the maximum entropyj, i.e., normal-
ized entropy H < 0.5. In addition to entropy, we also use the gap
statistic to check if the data can be further clustered before we pro-
ceed to stage II. Briefly, the gap statistic compares the total within
cluster variation Wy (residual sum of square for k-means) for differ-
ent values of k, with their expected values under the null reference
distribution, i.e., the distribution with no obvious clustering:

Gapn(k) = Ey{ln Wi} —In Wy, (15)

where E}, denotes the expectation under a sample of size N from
the reference distribution. Ej; is calculated via bootstrapping by
generating B copies of the reference data sets and by computing
the average In (W}). The gap statistic measures the deviation of
the observed Wy value from its expected value under the null hy-
pothesis. The algorithm returns the first k such that gapy (k) > gapn
(k +1) = Sg41, where sy is the standard deviation of Wi ;. The null
hypothesis is that the data are from the reference distribution (no
obvious clustering). If the algorithm returns 1, we say that we do
not find enough evidence to reject the null hypothesis
(Tibshirani et al. 2001). We only proceed to stage II if the majority
of data types can be clearly separated using the gap statistic.

In summary, when the data types are not consistent, we avoid
unbalanced clustering by attempting to further split each group
based on two conditions. First, the normalized entropy of the clus-
tering in stage I must be very low (<0.5). Second, the gap statistic
must clearly support a separation of the patients.

Software availability

The PINS package and R scripts are included as Supplemental Data
S5 and are also available at http://www.cs.wayne.edu/tinnguyen/
PINS/PINS.html.
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Data access

The eight gene expression data sets from this study are available as
Supplemental Data S1. The six cancer data sets and clinical infor-
mation from TCGA are available as Supplemental Data S2. The
METABRIC discovery and validation data sets are available as
Supplemental Data S3 and S4, respectively.
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