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ABSTRACT

Large language models (LLMs) have emerged as a powerful tool for biomedical researchers, 
demonstrating remarkable capabilities in understanding and generating human-like text. 
ChatGPT with its Code Interpreter functionality, an LLM connected with the ability to 
write and execute code, streamlines data analysis workflows by enabling natural language 
interactions. Using materials from a previously published tutorial, similar analyses can be 
performed through conversational interactions with the chatbot, covering data loading and 
exploration, model development and comparison, permutation feature importance, partial 
dependence plots, and additional analyses and recommendations. The findings highlight the 
significant potential of LLMs in assisting researchers with data analysis tasks, allowing them 
to focus on higher-level aspects of their work. However, there are limitations and potential 
concerns associated with the use of LLMs, such as the importance of critical thinking, 
privacy, security, and equitable access to these tools. As LLMs continue to improve and 
integrate with available tools, data science may experience a transformation similar to the 
shift from manual to automatic transmission in driving. The advancements in LLMs call for 
considering the future directions of data science and its education, ensuring that the benefits 
of these powerful tools are utilized with proper human supervision and responsibility.

Keywords: Artificial Intelligence; Data Science; Data Analysis; Natural Language Processing; 
Machine Learning

INTRODUCTION

Computer programming has become an indispensable tool for biomedical researchers to 
carry out essential research tasks [1]. In recent years, large language models (LLMs) have 
demonstrated remarkable capabilities in understanding and generating human-like text 
[2]. A global survey conducted by Nature in July 2023 found that about one-third of postdoc 
respondents reported using AI chatbots for various tasks, with refining text (63%) and code-
related tasks (56%) being the most common applications [3]. This high prevalence highlights 
the significant impact LLMs are having on the research landscape.
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A notable development in this field is the introduction of ChatGPT Code Interpreter (CI), a 
new feature launched on July 6, 2023. This powerful tool allows ChatGPT to run code and 
interact with uploaded files, enabling users to analyze data, create charts, edit files, perform 
math, and more (https://openai.com/blog/chatgpt-plugins#code-interpreter). CI can be 
invoked simply by prompting ChatGPT with a command that requires computation, such as 
“Roll a dice 1000 times and plot a bar graph on how many times each number showed up” 
(Fig. 1A). Additionally, users can access a GPT (customized chatbots for specific tasks) named 
Data Analyst, found in the GPTs by ChatGPT section, which is specifically designed for 
utilizing CI on data analysis tasks (Fig. 1B).

While CI was initially available only to paid users, as of May 30, 2023, free users can also 
access this functionality, albeit with usage restrictions. Similarly, Julius AI (https://julius.ai), 
another LLM-based tool, offers data analysis capabilities but also imposes usage limitations 
for free users. Despite these constraints, the increasing accessibility of LLM-based data 
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Figure 1. Demonstration of ChatGPT Code Interpreter functionality. (A) An example prompt and output for rolling a dice 1,000 times and generating a bar plot. 
(B) The Data Analyst GPT, a specialized chatbot for data analysis tasks, found in the GPTs by ChatGPT section.

https://openai.com/blog/chatgpt-plugins#code-interpreter


analysis tools, and the anticipated development of open-sourced alternatives, such as 
OpenCodeInterpreter [4], are expected to empower a growing number of researchers to 
leverage LLMs for streamlining their data analysis workflows and gaining valuable insights.

This tutorial aims to demonstrate the potential of LLMs with code writing and execution 
abilities as a powerful tool for researchers, enabling them to conduct data analysis using 
natural language and receive assistance in code generation. By using materials from a tutorial 
published in Translational and Clinical Pharmacology in December 2022 [5], this tutorial 
will showcase how similar analyses can be performed through natural language interactions 
with an LLM chatbot. It is hoped that this approach represents an exciting and promising 
development in the field of biomedical research.

DATASET

A modified version of the International Warfarin Pharmacogenetics Consortium open access 
dataset (https://www.pharmgkb.org/downloads), the identical dataset from the previous 
tutorial, was used in this article [6]. The original dataset was preprocessed by removing 
patients with zero warfarin dose, unstable dosing, or missing critical demographic and 
genetic data. Ages were assigned within defined 10-year bins, and missing values were 
imputed using the MissForest algorithm. Categorical variables were converted to discrete 
numerical values to streamline analyses. Details of the preprocessing steps are described in 
the previous tutorial and the final preprocessed dataset is available for download at https://
github.com/mahlernim/warfarin_prediction_kscpt_tutorial [5].

DATA LOADING AND EXPLORATION

Most major file types used in data science, such as csv, xlsx, txt, pickle, tsv, json, yaml can 
be uploaded and be utilized by CI. A detailed description of the coding of the dataset can 
drastically help CI to understand the dataset and perform downstream analytical tasks using 
the context information. In this demonstration, the “Dataset and preprocessing” section 
from the previous tutorial article that contains information of the coding of the dataset was 
given to the chatbot, and was asked to explore and come up with a research proposal. The 
entire chat record with Data Analyst is available in Supplementary Data 1. In the background, 
the chatbot utilized its CI tool to load the csv file and read the column names and first 5 
rows and get a grasp about the dataset (Fig. 2A). Then it will combine all given information 
and propose a research plan, including background, objectives, methodology, expected 
outcomes and significance (Fig. 2B). This type of approach where the researcher provides the 
dataset and information about the dataset and asking for further steps can be particularly 
beneficial for junior scientists to cultivate and refine their research planning skills. Another 
recommended prompt is “explore the dataset and give me insights for further analyses,” 
which initiates to perform basic analyses including basic descriptive analytics, correlation, 
regression and scatter plots. For the sake of brevity, this tutorial will directly move on to 
model development.
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MODEL DEVELOPMENT AND COMPARISON

Following the methodology outlined in the previous tutorial, three models were trained using 
the preprocessed dataset: Multiple Linear Regression, Neural Network, and Random Forest. 
Without being provided specific metrics for comparison, the chatbot utilized root mean 
square error and R2 scores to evaluate the models’ performance (Fig. 3A). Subsequently, the 
chatbot was instructed to generate scatterplots for visualizing the performance of the three 
models (Fig. 3B). It is worth noting that during the visualization process, CI may employ 
creative visualization settings that might not always align with the user’s preferences. In such 
cases, the user can request specific changes to the settings (Fig. 3C). When a plot is intended 
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Figure 2. Utilization of Code Interpreter to explore a dataset and generate a research proposal. (A) Prompting ChatGPT to explore an uploaded dataset. ChatGPT 
uses Code Interpreter to load a dataset, display the first few rows, and understand its structure and contents. (B) A research proposal generated by ChatGPT, 
including the title, background, objectives, methodology, expected outcomes, and significance, based on the dataset and provided description.



to be used as a figure in the manuscript, the user can ask the chatbot to draft a figure legend 
(Fig. 3C). Leveraging its access to the dataset and previous interactions with the user, the 
chatbot generates a legend that provides appropriate context. This draft can serve as a 
foundation for the user to refine further during subsequent manuscript preparation stages.

PERMUTATION FEATURE IMPORTANCE

To further analyze the data, the user requested, “I want to visualize the relationship between 
each feature and the dependent variable, and also show what the important features are 
for each model.” This interaction illustrates a scenario where the user may not be familiar 
with the specific methodology of permutation feature importance but understands its 
significance and relevance in the analysis. The chatbot interprets the user’s intent and 
conducts permutation feature importance, providing visualizations of the results (Fig. 4A). In 
this demonstration, the user provides specific adjustment requirements, which the chatbot 
implements by modifying the Python code accordingly (Fig. 4B).

PARTIAL DEPENDENCE PLOTS

Subsequently, the chatbot was instructed to generate partial dependence plots for each 
model. When provided with concise instructions, the chatbot makes several assumptions 
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Figure 3. Model development, comparison, and visualization using Code Interpreter. (A) ChatGPT was prompted to train and compare the performance of 
Linear Regression, Neural Network, and Random Forest models. Code Interpreter calculated root mean square error and R2 scores as evaluation metrics. (B) 
Visualization of the three predictive models using scatterplots, displaying the predicted to actual warfarin dose values. (C) Adjustments to the scatterplot 
settings and a request for a figure legend.



and attempts to fulfill the user’s request. In this demonstration, the chatbot utilizes the three 
most influential features identified in the previous section and creates plots for each feature 
(Fig. 5A). As with previous sections, users can request additional adjustments using natural 
language, enabling them to obtain the desired results (Fig. 5B).

ADDITIONAL ANALYSES AND RECOMMENDATIONS

Users can simply ask, “What other analyses would you recommend?” to receive advice 
from the chatbot (Fig. 6A). The chatbot’s recommendations are of high quality, with many 
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Figure 4. Permutation feature importance analysis using Code Interpreter. (A) User request for visualizing the relationship between features and the dependent 
variable, and identifying important features for each model. ChatGPT performs permutation feature importance and provides code for aggregating and 
visualizing the results. (B) User-specified adjustments made to the code by requesting in natural language.



of them being essential for real-world studies. Another recommended prompt to explore 
the creativity and ability of the chatbot is to ask it to devise the most creative analysis it 
can perform (Fig. 6B). In this demonstration, the chatbot conducted principal component 
analysis and k-means clustering for patient subgroup identification, generated a heat map 
of average warfarin dose by age and gender, and created a bar chart of average warfarin dose 
by medication combinations. Due to the inherent randomness of LLMs, the results may vary 
each time, even when provided with identical prompts.
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Figure 5. Partial dependence plots generated using Code Interpreter. (A) User request for partial dependence plots for each model. ChatGPT generates plots 
for the top 3 features across each model, illustrating how the predicted warfarin dose varies with changes in a single feature while holding all other features 
constant at their average values. (B) User-specified adjustments made to the code by requesting in natural language.



DISCUSSION

The findings of this tutorial highlight the significant potential of LLMs in streamlining 
data analysis workflows for researchers. By using an LLM chatbot with natural language 
interactions, we were able to achieve similar analyses to those performed in the previous 
tutorial, demonstrating the power of LLMs in assisting with data analysis tasks. Chatbots 
can speed up monotonous coding tasks and teach new skills [7], addressing the previous 
burden of computer programming for life scientists [8]. The experimental result that GPT-4 
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Figure 6. Additional analysis recommendations and creative analysis examples using Code Interpreter. (A) User request for recommended analyses and 
ChatGPT’s suggestions. (B) Visualizations from the user prompt for the most creative analysis the chatbot can perform.



can perform end-to-end data analysis with given datasets in various domains, similar to 
experienced data analysts [9], further underscores the potential of LLMs in data analysis.

The democratization of data analysis for non-specialists through tools like CI could lead to a 
shift in focus for scientists towards higher-level tasks such as designing questions and project 
management [10,11]. This development has the potential to revolutionize the way researchers 
approach data analysis, enabling them to focus on the critical aspects of their work while 
leveraging the power of LLMs to handle the technical details.

However, it is crucial to address the limitations and potential concerns associated with the 
use of LLMs in data analysis. Researchers must nurture critical thinking to complement 
LLMs instead of over-relying on them [11]. The development of locally deployable API-based 
systems for chatbot-aided bioinformatics applications is important to address privacy 
and security concerns [10]. Additionally, LLMs may make hallucinations, especially with 
numbers, and may get over-confident assumptions from the data [9]. It is also important to 
consider the potential inequity if LLM technologies are paywalled or geolocked, emphasizing 
the importance of making these tools accessible to a wide range of researchers and 
institutions [11]. Addressing these concerns will be crucial for the responsible and equitable 
integration of LLMs in data analysis workflows.

In conclusion, this tutorial demonstrates the potential of LLMs to revolutionize data analysis 
by enabling coding for data analysis to be done in natural language interactions with a 
chatbot. As LLMs continue to improve and integrate with analytical tools, data science may 
experience a transformation similar to the shift from manual to automatic transmission 
in driving. In the near future, we may even witness a level of “full autonomous driving” in 
data science, where LLMs can handle complex data analysis tasks with minimal human 
intervention. As we move forward, it is crucial for educators and policymakers to consider the 
future directions of data science and its education in light of the advancements in LLMs. By 
proactively addressing the challenges and opportunities presented by these powerful tools, we 
can ensure that the benefits of LLMs are utilized with proper supervision and responsibility.

SUPPLEMENTARY MATERIAL

Supplementary Data 1
Chat log with Data Analyst. The chat log can be also found at https://chat.openai.com/share/
c764ebb0-aca5-4167-9f9a-af8d1634e7d1

REFERENCES

 1. Barone L, Williams J, Micklos D. Unmet needs for analyzing biological big data: a survey of 704 NSF 
principal investigators. PLoS Comput Biol 2017;13:e1005755.    PUBMED | CROSSREF

 2. Kocoń J, Cichecki I, Kaszyca O, Kochanek M, Szydło D, Baran J, et al. ChatGPT: jack of all trades, master 
of none. Inf Fusion 2023;99:101861.    CROSSREF

 3. Nordling L. How ChatGPT is transforming the postdoc experience. Nature 2023;622:655-657.    PUBMED | 
CROSSREF

 4. Zheng T, Zhang G, Shen T, Liu X, Lin BY, Fu J, et al. OpenCodeInterpreter: integrating code generation 
with execution and refinement. arXiv. February 28, 2024.    CROSSREF

81

Data science with Code Interpreter tutorial

https://doi.org/10.12793/tcp.2024.32.e8https://tcpharm.org

https://tcpharm.org/DownloadSupplMaterial.php?id=10.12793/tcp.2024.32.e8&fn=tcp-32-73-s001.doc
https://chat.openai.com/share/c764ebb0-aca5-4167-9f9a-af8d1634e7d1
https://chat.openai.com/share/c764ebb0-aca5-4167-9f9a-af8d1634e7d1
http://www.ncbi.nlm.nih.gov/pubmed/29049281
https://doi.org/10.1371/journal.pcbi.1005755
https://doi.org/10.1016/j.inffus.2023.101861
http://www.ncbi.nlm.nih.gov/pubmed/37845528
https://doi.org/10.1038/d41586-023-03235-8
https://doi.org/10.48550/arXiv.2402.14658


 5. Ahn S. Building and analyzing machine learning-based warfarin dose prediction models using scikit-
learn. Transl Clin Pharmacol 2022;30:172-181.    PUBMED | CROSSREF

 6. Klein TE, Altman RB, Eriksson N, Gage BF, Kimmel SE, Lee MT, et al. Estimation of the warfarin dose 
with clinical and pharmacogenetic data. N Engl J Med 2009;360:753-764.    PUBMED | CROSSREF

 7. Merow C, Serra-Diaz JM, Enquist BJ, Wilson AM. AI chatbots can boost scientific coding. Nat Ecol Evol 
2023;7:960-962.    PUBMED | CROSSREF

 8. Piccolo SR, Denny P, Luxton-Reilly A, Payne SH, Ridge PG. Evaluating a large language model’s ability 
to solve programming exercises from an introductory bioinformatics course. PLoS Comput Biol 
2023;19:e1011511.    PUBMED | CROSSREF

 9. Cheng L, Li X, Bing L. Is GPT-4 a good data analyst? arXiv. October 23, 2023.    CROSSREF

 10. Wang L, Ge X, Liu L, Hu G. Code Interpreter for bioinformatics: are we there yet? Ann Biomed Eng 
2024;52:754-756.    PUBMED | CROSSREF

 11. Tu X, Zou J, Su WJ, Zhang L. What should data science education do with large language models? arXiv. 
July 7, 2023.    CROSSREF

82https://tcpharm.org https://doi.org/10.12793/tcp.2024.32.e8

Data science with Code Interpreter tutorial

http://www.ncbi.nlm.nih.gov/pubmed/36632078
https://doi.org/10.12793/tcp.2022.30.e22
http://www.ncbi.nlm.nih.gov/pubmed/19228618
https://doi.org/10.1056/NEJMoa0809329
http://www.ncbi.nlm.nih.gov/pubmed/37100951
https://doi.org/10.1038/s41559-023-02063-3
http://www.ncbi.nlm.nih.gov/pubmed/37769024
https://doi.org/10.1371/journal.pcbi.1011511
https://doi.org/10.48550/arXiv.2305.15038
http://www.ncbi.nlm.nih.gov/pubmed/37482573
https://doi.org/10.1007/s10439-023-03324-9
https://doi.org/10.48550/arXiv.2307.02792

	Data science through natural language with ChatGPT’s Code Interpreter
	INTRODUCTION
	DATASET
	DATA LOADING AND EXPLORATION
	MODEL DEVELOPMENT AND COMPARISON
	PERMUTATION FEATURE IMPORTANCE
	PARTIAL DEPENDENCE PLOTS
	ADDITIONAL ANALYSES AND RECOMMENDATIONS
	DISCUSSION
	SUPPLEMENTARY MATERIAL
	Supplementary Data 1

	REFERENCES


