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A B S T R A C T   

The coronavirus disease 2019 (COVID-19) which is caused by severe acute respiratory syndrome coronavirus 
type 2 (SARS-CoV-2) is consistently causing profound wounds in the global healthcare system due to its increased 
transmissibility. Currently, there is an urgent unmet need to identify the underlying dynamic associations among 
COVID-19 patients and distinguish patient subgroups with common clinical profiles towards the development of 
robust classifiers for ICU admission and mortality. To address this need, we propose a four step pipeline which: 
(i) enhances the quality of multiple timeseries clinical data through an automated data curation workflow, (ii) 
deploys Dynamic Bayesian Networks (DBNs) for the detection of features with increased connectivity based on 
dynamic association analysis across multiple points, (iii) utilizes Self Organizing Maps (SOMs) and trajectory 
analysis for the early identification of COVID-19 patients with common clinical profiles, and (iv) trains robust 
multiple additive regression trees (MART) for ICU admission and mortality classification based on the extracted 
homogeneous clusters, to identify risk factors and biomarkers for disease progression. The contribution of the 
extracted clusters and the dynamically associated clinical data improved the classification performance for ICU 
admission to sensitivity 0.83 and specificity 0.83, and for mortality to sensitivity 0.74 and specificity 0.76. 
Additional information was included to enhance the performance of the classifiers yielding an increase by 4% in 
sensitivity and specificity for mortality. According to the risk factor analysis, the number of lymphocytes, SatO2, 
PO2/FiO2, and O2 supply type were highlighted as risk factors for ICU admission and the percentage of neu-
trophils and lymphocytes, PO2/FiO2, LDH, and ALP for mortality, among others. To our knowledge, this is the 
first study that combines dynamic modeling with clustering analysis to identify homogeneous groups of COVID- 
19 patients towards the development of robust classifiers for ICU admission and mortality.   

1. Introduction 

Among the infected individuals with SARS-CoV-2 [1], it is estimated 
that 1/3 of them never develop symptoms [2,3] and those who will 
develop symptoms may have a mild to moderate self-limiting disease 
[3]. In contrary, the severity of symptomatic infection ranges from mild 
to critical, and most individuals will develop a non-severe illness [4]. 
The progression of the disease and the risk of severe illness varies by age, 

underlying comorbidities, and risk factors for disease progression, such 
as, cardiovascular diseases, diabetes mellitus, chronic obstructive pul-
monary disease, cancer (e.g., hematologic malignancies, lung cancer), 
chronic kidney disease, solid organ or hematopoietic stem cell trans-
plantation, obesity, and smoking [5]. According to the official report of 
the Centers for Disease Control and Prevention (CDC) in the US, among 
1.3 million confirmed COVID-19 cases, 14% of patients were hospital-
ized, 2% were admitted in the intensive care unit (ICU), and 5% died 

* Corresponding author. Unit of Medical Technology and Intelligent Information Systems, Dept. of Materials Science and Engineering, University of Ioannina, 
GR45110, Ioannina, Greece. 

E-mail address: fotiadis@uoi.gr (D.I. Fotiadis).  

Contents lists available at ScienceDirect 

Computers in Biology and Medicine 

journal homepage: www.elsevier.com/locate/compbiomed 

https://doi.org/10.1016/j.compbiomed.2021.105176 
Received 11 November 2021; Received in revised form 22 December 2021; Accepted 23 December 2021   

mailto:fotiadis@uoi.gr
www.sciencedirect.com/science/journal/00104825
https://www.elsevier.com/locate/compbiomed
https://doi.org/10.1016/j.compbiomed.2021.105176
https://doi.org/10.1016/j.compbiomed.2021.105176
https://doi.org/10.1016/j.compbiomed.2021.105176
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compbiomed.2021.105176&domain=pdf


Computers in Biology and Medicine 141 (2022) 105176

2

[6]. In addition, the risk of critical or fatal disease is high among hos-
pitalized COVID-19 patients [7,8]. 

The increased need for intensive care units and ventilators due to the 
unprecedented number of confirmed COVID-19 cases has surpassed the 
capacity of international healthcare systems. As a result, the World 
Health Organization (WHO) highlighted the importance of artificial 
intelligence (AI) as a prominent solution to manage the crisis caused by 
the virus [9]. AI is a constructive, non-medical intervention approach 
with a strong potential to overcome the current global health crisis, 
build next-generation epidemic preparedness, and move towards a 
resilient recovery [9]. Moreover, AI can shed light into the clinical 
unmet needs in COVID-19, including the development of robust models 
for: (i) the prediction of ICU admission, mortality, and the need for 
mechanical ventilation, (ii) the extraction of prominent risk factors for 
ICU submission and mortality, (iii) the early suggestion of targeted 
interventions/therapeutic treatments, and (iv) the definition of better 
disease severity indices. Although AI is a promising tool to unveil the 
underlying mechanisms of COVID-19, the risk of bias and discrimination 
in its design and deployment must be taken into consideration. 

According to the literature, several studies have deployed AI to 
address the clinical unmet needs in COVID-19. Bagging methods, such 
as, the Random Forest algorithm, were used for risk stratification based 
on time-series data across 1987 unique patients diagnosed with COVID- 
19 and admitted to non-ICU units to optimize the flow of operations 
within the hospitals [10]. Bagging methods have also been applied on 
clinical data from 362 patients with confirmed COVID-19, highlighting 
age, hypertension, gender, absolute neutrophil count, IL-6, and LDH as 
risk factors for disease severity [11]. Ensemble-based algorithms, such 
as, the gradient boosting trees, have been widely used to predict 5-day 
ICU admission and 28-day mortality across 3597 COVID-19 patients, 
stressing the importance of CRP, LDH, and O2 saturation for ICU 
admission and neutrophil and lymphocyte percentages for mortality 
[12]. Ensemble learning has been deployed to identify an optimal 
combination of factors that predicts ICU admissions across 733 patients 
diagnosed with COVID-19 [13], as well as, across 1270 COVID-19 pa-
tients [14], highlighting the age, CRP, and LDH as prominent features 
for mortality. Furthermore, multipurpose machine learning algorithms 
(e.g., artificial neural networks and ensemble classifiers) have been 
proposed to estimate the risk of ICU admission or mortality among 3623 
hospitalized patients with COVID-19, yielding a good discrimination 
performance [15], as well as, across 3280 patients to predict the risk of 
developing critical conditions in COVID-19 with high predictive per-
formance [16]. 

Nonetheless, none of these studies have thoroughly investigated the 
dynamic associations among clinical, laboratory and biological data 
across multiple time intervals nor they have shed light into the inter-
pretability and explainability of the risk predictors for ICU admission 
and/or mortality of hospitalized COVID-19 patients. Furthermore, none 
of the existing studies focus on the development of data curation 
workflows to improve the quality of the available clinical, laboratory 
and biological data across multiple time-points. This is a major concern, 
since data with insufficient quality stemming from the hospital crisis 
may hamper the effective management of COVID-19. Moreover, the 
application of clustering and trajectory analysis to extract homogeneous 
groups of COVID-19 patients with common clinical profiles are two 
promising approaches that may further enhance the predictive value of 
the AI models for ICU admission and mortality. As a matter of fact, the 
lack of ICU admission and mortality classifiers which take into consid-
eration the underlying dynamic associations to identify homogeneous 
clusters of COVID-19 patients, remains an unmet need. 

To address these needs, we propose a pipeline which: (i) utilizes 
dynamic modeling approaches to extract highly associated features 
across multiple time-points, (ii) uses these features to extract clusters of 
COVID-19 patients with common clinical profiles, (iii) combines the 
results from the clustering analysis and the dynamic modeling process to 
develop robust classifiers for ICU admission and mortality, (iv) enhances 

the performance of the classifiers using baseline clinical data, therapies 
and demographics, and (v) identifies prominent risk factors for ICU 
admission and mortality. More specifically, Dynamic Bayesian Networks 
(DBNs) are used to capture the features having the highest degree and 
connectivity across multiple time-points within a directed acyclic graph. 
Self-Organizing Maps (SOMs) are trained on the highly associated fea-
tures used to extract homogeneous clusters of patients with common 
clinical course. The extracted clusters are combined with the high- 
quality time-series clinical data to develop robust classifiers for ICU 
admission and mortality. In this way, the features having the highest 
degree of connectivity in the extracted DBN are used to extract homo-
geneous clusters of COVID-19 patients with common clinical profiles 
based on the SOMs (and the trajectories) to enhance the robustness of 
the classifiers for ICU admission and mortality. 

Three case studies were conducted to evaluate the performance 
improvement in classifying the patient subgroups derived from the 
SOMs. Our results highlight the contribution of the extracted patient 
subgroups in the improvement of the classification performance for ICU 
admission up to sensitivity 0.83 and specificity 0.83, and for mortality 
up to sensitivity 0.74 and specificity 0.76. Additional baseline data were 
included in the input space to improve the performance of the classifiers, 
yielding an increase of 4% in sensitivity and specificity for ICU admis-
sion and 3% in sensitivity and 2% in specificity. The risk factor analysis 
highlighted the number of lymphocytes, SatO2, PO2/FiO2, and O2 
supply type as risk factors for ICU admission and the percentage of 
neutrophils and lymphocytes, PO2/FiO2, LDH, and ALP for mortality. 

The paper is structured as follows. Section 2 offers a comprehensive 
view on the methods which were utilized in the current study, including: 
(i) time-series data curation, (ii) dynamic association analysis based on 
DBNs, (iii) clustering analysis based on SOMs and Latent Growth 
Mixture Modelling (LGMM), (iv) classifiers for ICU admission and 
mortality with class imbalance handling, and (v) risk factor analysis. The 
results of the overall analysis are presented in Section 3, including the 
inferred DBN, the homogeneous patient clusters and the identified risk 
factors. The outcomes are discussed in Section 4 and future work in 
Section 5. 

2. Materials and methods 

2.1. Data origin and problem definition 

Anonymized baseline and follow up clinical data (Supplementary 
Table 1) were acquired from the Dept. of Internal Medicine at the Uni-
versity Hospital of Ioannina. In total, 422 hospitalized COVID-19 pa-
tients were included in the analysis with an average age of 64.28 
(±16.72) years. The time-series data consisted of 51 clinical features 
across 7 timepoints: 1, 3, 5, 7, 9, 11, and 15 days after hospitalization. 
Out of 422 patients, 25 patients (5.92%) were admitted in the ICU and 
49 patients died (11.61%). Out of the 49 patients who died, 18 were 
admitted in the ICU. The classification tasks are formulated as follows: 
(i) in the first case, the target group consists of the patients who were 
admitted in the ICU (25 patients), and (ii) in the second case, the target 
group consists of the patients who died (49 patients). In each case, the 
remaining patients are assigned to the control group. 

2.2. Workflow overview 

According to Fig. 1, the overall workflow consists of four steps, 
including: (i) time-series data curation in order to enhance the quality of 
the available time-series data by automatically removing data in-
consistencies and applying data-driven imputation methods by taking 
into consideration the neighboring clinical profiles for each missing 
record, (ii) dynamic association analysis for the identification of features 
with increased connectivity through the application of DBNs, (iii) SOMs 
and trajectory analysis for the extraction of homogeneous clusters of 
patients with common clinical profiles, and (iv) the application of 
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Multiple Additive Regression Trees (MART) combined with class 
imbalance handling for ICU and mortality classification across three 
different case studies, which involve: (a) the 51 clinical and laboratory 
features across the first 4 timepoints with and without the clustering 
labels from SOMs (case study 1), (b) the most important features from 
the DBNs across the first 4 timepoints with and without the clustering 
labels from SOMs (case study 2), and (c) only the clustering labels from 
the SOMs (case study 3). The three case studies were employed to 
investigate whether clustering analysis can contribute to the perfor-
mance of the classifiers for ICU admission and mortality. The outcomes 
of the workflow include, besides the homogeneous SOMs clusters and 
the trajectories of COVID-19 patients, high quality time-series clinical 
data, dynamically associated biomarkers for ICU admission and mor-
tality, and robust AI models for ICU admission and mortality 
classification. 

2.2.1. Time-series data curation 
The data curation pipeline presented in Pezoulas et al. [17], was 

extended to support the analysis of time-series clinical data. The latter 
were categorized according to their quality into three states, namely the 
“good”, “fair” (<30% missing values) and “bad” (>30% missing values), 
where the “bad” features were discarded from further analysis. Multi-
variate methods were used to isolate outliers. Data imputation was 
applied on the “fair” data based on the k-nearest neighbors (kNN) 
approach, where information from the clinical profiles of the neigh-
boring patients was used to fill in the missing values. 

2.2.2. Dynamic Bayesian Networks (DBNs) for feature selection 
Bayesian Networks (BNs) refer to the general class of graphical 

models in which nodes and the edges between them denote the as-
sumptions on their conditional dependence [18]. Although probability 
and conditional independencies characterize BNs, the concept of causal 
influence can also be defined [19]. It is possible to identify causal 
reasoning (from known causes to unknown effects) and/or diagnostic 
reasoning (from known effects to unknown causes) in a BN. In the pre-
sent study, a DBN model has been designed and developed to represent 
the conditional dependencies over time (four discrete time-points) for 
certain variables (i.e., clinical, therapies, laboratory-related). DBNs, as 
an extension of BNs, enable the: (i) modeling of stochastic phenomena, 

(ii) incorporation of prior knowledge, and (iii) handling of hidden var-
iables [20]. They have been used for discovering how a random variable 
X evolves over time during a stochastic process [20,21]. 

DBNs are defined by a graphical structure and a set of parameters. 
DBN theory is generally based on two assumptions [22]. First, the pro-
cess is Markovian in the set of variables X, i.e., P(X[t + 1]|X[0], ...,X[t]) =

P(X[t + 1]|X[t]). Second, it is assumed that the process is stationary, i.e. 
the transition probability P(X[t +1]|X[t]) is independent of t. To represent 
beliefs about the possible trajectories of the process, we need a proba-
bility distribution over random variables for all t. A DBN that represents 
the joint distribution over all possible trajectories consists of two parts 
[22]: (i) a prior network B0 that specifies a distribution over initial states 
X[0], and (ii) a transition network, B→, over the variables X[0] ∪ X[1] that 
is taken to specify the transition probability P(X[t +1]|X[t]) for all t. 

Given a DBN model, the joint distribution over X[0], ...,X[T] is: 

PB(x[0], .., x[T ])=PB0 (x[0])Π
T − 1
t=o PB→ (x[t+ 1]|x[t]). (1) 

The implementation of the Dynamic Bayesian Networks (DBNs) was 
conducted using the “bnstruct” package [23] in R4.0.3 for learning the 
structure and the parameters of the network, where four time slices were 
considered to calculate the joint distribution probabilities over time for 
the continuous features. Learning the structure of a DBN corresponds to 
the specification of the intra-slice and the inter-slice topologies. In 
addition, the conditional probability distributions (CPDs) at each node 
were computed. The parameters specified for structure learning were: (i) 
the time-series clinical data, (ii) the state of variables (discrete or 
continuous), (iii) the names of the variables, (iv) the number of levels 
they must be quantized into (in our case equals to 4 according to their 
variance), and (v) the number of time-points. The “ggplot2” package 
[24] was used to depict the structure of the DBN (Fig. 3). 

2.2.3. Cluster analysis 

2.2.3.1. Self-Organizing Maps (SOMs). SOMs adopt a competitive 
learning strategy according to which low dimensional projections of 
high-dimensional input data are generated by a sequential training 
process [25,26]. The latter utilizes a SOM grid (e.g., a rectangular grid) 
on top of which the weight vectors of a pre-defined number of neurons is 
adjusted by computing the Euclidean distance between the input 

Fig. 1. Illustration of the workflow analysis.  
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samples and the neurons in the grid. Then, the neurons are re-adjusted in 
the grid and the neuron with the smallest Euclidean distance is extracted 
as the best matching unit (BMU) according to the following weight 
update function: 

wj(n+ 1)=wj(n) + Q(j, k, n)β(n)
(
X(i) − wj(n)

)
, (3)  

where wx is the weight vector of neuron j, n is the iteration stage, i is the 
index of the input vector, k is the index of the BMU, X(i) is the i-th input 
vector, β(n) is a learning coefficient, and Q(j, k, n) is a neighborhood 
function which calculates the distance between neurons j and k, at step 
n. The SOMs clusters were associated with ICU admission and mortality 
using the Fisher’s exact test [27]. The implementation of the SOMs took 
place in R4.0.3 using the “SOMbrero” package [28]. A 7x7 square grid 
topology was utilized for the training process, where the Euclidean 
distance was used to define the topology of the grid. An aggregation 
process was finally applied based on hierarchical clustering to further 
combine the individual clusters yielding a final set of 4 superclusters for 
each feature. 

2.2.3.2. Trajectories. For each one of the features found to have 
increased connectivity in the DBNs, Latent Growth Mixture Modelling 
(LGMM) was performed to identify underlying clusters of individual 
trajectories in the studied population. LGMM is a data-driven processes 
that combines latent growth curve and mixture models, where the latent 
classes, or clusters, in the population are estimated by probabilistically 
grouping individuals with similar starting points (intercepts) and pat-
terns of change (slopes). The advantage of LGMM is that it allows to 
estimate within-class variability for each individual trajectory which 
describes how closely individuals within a class resemble the mean 
trajectory [29]. As described in Ref. [30], a LGMM model can be written 
as: 

Y[t]n =
∑C

c=1

(
πnc
(
g0nc ⋅ A0c[t] + g1nc ⋅ A1c[t] + e[t]nc

))
, (2) 

given that: 

0≤ πnc ≤ 1 and
∑C

c=1
(πnc) = 1,

where the observed longitudinal data for the individual n on the left 
side of the equation (individuals’ scores on variable Y repeatedly 
measured at times t = 0 to T) are represented using two latent variables, 
g0nc and g1nc, two corresponding basis vectors (i.e., sets of factor load-
ings), A0c[t] and A1c[t] describing the patterns or shapes of changes, and a 
time-specific residual (i.e., error), e[t]nc. Possible differences among 
groups (or classes) are indicated by the c subscripts while πnc is the 
probability of individual n to belong to class c. 

For each feature, a series of models were fitted for 2 to 6 cluster 
solutions. To select the best optimal clustering solution, we derived a 
combination of fit statistics, including: (i) the most commonly used log- 
likelihood fit index, the Bayesian information criterion (BIC), where 
lower values indicate a better model fit [31], and (ii) two 
classification-based fit statistics: the scaled entropy, a measure of clas-
sification quality that ranges from 0 to 1 with higher values indicating 
more distinct classes [32], and the average posterior probability of 
assignment (APPA) (class-specific fit index), which is calculated as the 
average posterior probability of belonging to class k over all the in-
dividuals assigned to class k [33]. APPA is also bounded by 0 and 1 and 
ideally should exceed a minimum threshold value of 0.7 [34]. Apart 
from fit statistics, other factors were also considered. Clustering solu-
tions that resulted to a class size comprising less than 5% of the sample 
were excluded to prevent overfitting. The classes interpretation and 
clinical meaningfulness was assessed through the plotting of group 
trajectories [30]. 

To approximate the true distribution function, both linear and non- 

linear (i.e., beta cumulative distribution function and quadratic I- 
splines) link functions were considered, and their acceptability was 
determined using the discrete log-likelihood and the derived Akaike 
information criterion (AIC). 

The “lcmm” package from R4.0.3 was used to fit the LGMM [35] and 
the “ggplot2” [24] to plot the trajectories (Fig. 5). In the “lcmm” func-
tion, we specified class-specific fixed effects of time on the trajectories, 
as well as, a random intercept and a random effect on time. The link 
function for fitting the model was either “beta” or “splines”. As a final 
step, we investigated how the clusters for each feature were associated 
with ICU admission and mortality, using the Fisher’s exact test. 

2.2.4. Aggregation of DBNs with SOMs and trajectories 
The M-best features across the first four timepoints from the DBNs 

are grouped into a set of best features, say XDBN = {X1,X2,…XM}. This 
set of features is then utilized in the SOMs to extract homogeneous 
clusters of COVID-19 patients with common clinical profiles. An indi-
vidual SOM is trained on the time-series data from each feature in XDBN, 
say Xi, i ∈ [1,M] yielding a new feature with K-clustering labels, say X’i, 
i ∈ [1,M], where X’i ∈ [1,K]. Each feature X’i, i ∈ [1,M] is utilized into a 
XSOM = {X’1,X’2,…X’K}. Then, the features from the DBNs are aggre-
gated with the new features from the SOMs to investigate whether this 
aggregation enhances or not the performance of the ICU and mortality 
classifiers. The same procedure was applied for the clusters from the 
trajectory analysis. 

2.2.5. Classification models for ICU admission and mortality 

2.2.5.1. Multiple additive regression trees (MART). Multiple additive 
regression trees [36] combine a set of weak regression trees (learners) 
into a robust classifier through a series of sequential boosting stages, 
where on each stage the algorithm minimizes the gradient of a loss 
function to reduce the classification error. Here, we use the Gradient 
Boosting Trees (GBTs) classifier as a widely used type of MART. At step 
n, the GBTs algorithm seeks for a weak learner, say mi(n), which mini-
mizes the following cost function: 

Mn(x)=Mn− 1(x) + argminf

(
∑Z

z=1
L
(
yz,Mn− 1(xz)+mn(xz)

)
)

, (4)  

where L(.) is the error loss function, Z is the number of samples and yz is 
the predicted value at step z. In the GBTs configuration schema, the 
booster was set to the gradient boosting trees followed by a random 
sampling of the training instances prior to the construction of trees to 
prevent overfitting. The Gradient Boosting classifier from the “scikit- 
learn” package was used for the development of the ICU admission and 
mortality classifiers based on regression tree learners, with learning rate 
0.1, negative binomial log-likelihood loss function for binary classifi-
cation tasks, 100 boosting stages, and a subsample ratio 0.9 (the fraction 
of samples to be used for fitting the weak tree learners). 

2.2.5.2. Class imbalance handling. The number of patients who were 
admitted in the ICU (target group 1) was 25 (5.92%) whereas the 
number of patients who did not survive (target group 2) was 48 
(11.37%). To deal with the increased class imbalance present in both 
target groups, random downsampling with replacement was applied to 
match each target group with the corresponding control group. The 
process was repeated 100 times to cover the whole population [37]. In 
each iteration, the downsampled controls were matched with the cor-
responding target populations according to age. А 10-fold stratified 
cross validation procedure was applied in each downsampling iteration 
to estimate the accuracy, sensitivity, specificity, and area under the ROC 
curve (AUC) of the classifiers for ICU admission and mortality. Finally, 
the performance evaluation results were averaged across the folds and 
the downsampling iterations. 
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2.2.6. Risk factor analysis 
The F-score method was used to quantify the importance of each 

feature during the decision-making process, where the F-score of the i-th 
feature, say Fi, is defined as in Ref. [36]: 

Fi =
(x̂’i − x̂i)

2
+ (x̂’’i − x̂i)

2

1
n’ − 1

∑n’

j=1

(
x’j,i − x̂’i

)2
+ 1

n′′ − 1

∑n′′
j=1

(
x’’j,i − x̂’’i

)2, (5)  

where x̂i, x̂’i, x̂
’’i are the average values of the i-th feature in the whole, 

in the positive (i.e., positive target outcome), and in the negative (i.e., 
negative target outcome) datasets, respectively, x’j,i is the j-th positive 
instance of the i-th feature, x’’j,i is the j-th negative instance of the i-th 
feature, n’ is the number of positive instances, and n′′ is the number of 
negative instances. 

3. Results 

3.1. Time-series data quality 

The number of features with either good or fair quality status was 70 
in timepoint 1, 66 in timepoints 1–2, 55 in timepoints 1–3, 51 in time-
points 1–4, 48 in timepoints 1–5, 28 in timepoints 1–6, and 20 in 
timepoints 1–7, where the time-points refer to hospitalization days. 
Consequently, only the 51 features having either fair or good quality 
status in timepoints 1–4 were considered as eligible for the analysis since 
the inclusion of information from additional timepoints would result in 
information loss due to the bad quality status. An overall description of 
the quality of the eligible features across the seven time-points is pre-
sented in Supplementary Table 2 whereas the quality status for each one 
of the 51 eligible features (32 continuous, 19 discrete) is summarized in 
Supplementary Table 3. According to Supplementary Table 2, the 
number of discrete features was 19 whereas the number of continuous 
features was 32. In both cases, the quality of the features is considered as 
adequate for the analysis until the 4th day of hospitalization. Out of the 
32 continuous features (Fig. 2(A)), 9.37% was good, 65.18% was fair 
and 25.45% was bad whereas out of 19 discrete features (Fig. 2(B)), 
15.78% were good, 57.9% were fair and 26.32% were bad, on average, 
across the available time-points. Data imputation based on the kNN 
approach was only applied for the features with fair quality. The ab-
breviations for the input features are presented in Supplementary Table 
1. 

3.2. DBNs analysis results 

The 32 continuous features from timepoints 1–4 were utilized in the 
DBN analysis. Fig. 3 illustrates the chord diagram related to the 

adjacency matrix obtained after training the DBN model. This diagram 
permits the study of flows between the set of nodes within the network. 
The nodes are displayed all around a circle and connected with arcs 
(links). Chord diagrams are built from the adjacency matrix within a 
DBN and display the circular visualization of relations between nodes by 
links. In an adjacency matrix, value in ith row and jth column represents 
the relation between the object in row ith to the object in the jth column 
where the absolute value measures the strength of the relation. In an 
adjacency list, relations are represented as a three-column data frame in 
which relations come from the first column to the second column, and 
the third column represents the strength of the relation. 

More specifically, Fig. 3 illustrates the relationships (links) found by 
the DBN analysis based on the time series data. An adjacency matrix was 
used to exploit the connections between the nodes. Each link between 
two nodes represents the calculated probability which reveals the inter- 
slice connection in a DBN model. In this context, we can extract infor-
mation regarding the connection among the important clinical variables 
(i.e., the probabilistic inference among the set of variables, modeled 
using a directed acyclic graph), over time, regarding ICU admission and 
mortality. 

We can thereby conjecture about the nodes that have the higher 
number of connections within the network model. Based on this 
knowledge, we observe that the absolute number of neutrophils has the 
higher degree of inter-relationships in the proposed model along with 
the cardiac frequency at day 1 when ICU admission and mortality 
classification of COVID-19 patients is considered. Hence, we anticipate 
this factor to be of high significance for disease prognosis as regards to 
ICU admission and patient risk stratification. Fig. 4 provides a more 
thorough explanation of the proposed DBN model (i.e., structure 
learning) about the centrality measures of each node regarding: (i) the 
in-degree, (ii) the out-degree, and (iii) the betweenness centrality of 
each entity. These measures were extracted based on the inferred DBN 
model and were grouped for each node. 

The node degree corresponds to the number of connections for each 
node, while the betweenness measure refers to the node’s influence over 
information flow. In the y-axis, the z-scores (i.e., standardized co-
efficients) are given allowing to understand the inter-connectedness of 
each node. Neutrophil number (“Neut_abs_no”) and cardiac frequency 
(“cardiac_freq”) at day 1 are two of the most interconnected variables 
based on their in- and out-degrees, allowing for better understanding of 
their links to illness progression and ICU admission at different time- 
points. 

3.3. Cluster analysis results 

3.3.1. SOMs super-clusters 
A 7x7 grid was utilized for the neuron training process (Section 

2.2.3.1). The latter was applied on the 32 continuous features from 
Supplementary Table 3 with fair or good quality status at timepoints 1–4 
like in the DBN analysis. Clusters with common patterns were further 
grouped into four super-clusters through hierarchical clustering. The 
distribution of the patients in each super-cluster is presented in Table 1, 
where the average number of patients is 117 (27.72%), 108 (25.6%), 88 
(20.85%), and 109 (25.83%) in super-clusters 1, 2, 3, and 4, respec-
tively. Statistically significant differences were identified in the patient 
distribution for features “Hct”, “Lymph_abs_number”, “Lymph_percent”, 
“Neut_abs_number”, “Neut_percent”, “PO2_FiO2_ratio” regarding ICU 
admission and mortality. Additional differences among the patient 
subgroups were found in “AST” for ICU admission and in “ALP” and 
“LDH” for mortality. The detailed distribution of the ICU and non-ICU 
patients, as well as, the patients who died and those who survived per 
supercluster are presented in Supplementary Table 4. 

3.3.2. Trajectories 
With respect to the LGMM analysis, for all models the distribution 

Fig. 2. Illustration of the quality status across the time-points for the contin-
uous and the discrete features. 
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functions were approximated using either Beta or Splines trans-
formations as they fitted better in terms of AIC than the linear trans-
formations which deviated from normality. The fit statistics for the best 
clustering solutions per feature variable along with the size of clusters 
are provided in Supplementary Table 5, where the optimal clustering 
solutions resulted to either two or three clusters. According to Fig. 5, 
population trajectories were classified into two or three clusters. Each 
colored line represents the mean trajectory for a given cluster and the 

surrounding shaded area indicates the standard error of the mean. 
Additionally, a table with the absolute number of observations in the 
clusters is provided for each feature (Supplementary Table 5) along with 
statistical significances among the patient populations in the clusters 
based on ICU admission and mortality (Supplementary Table 6). 

Overall, the LGMM analysis for “ALP”, “AST”, “Hct”, “LDH”, “Lym-
ph_abs_number”, “Lymph_percent” and “Neut_abs_number” resulted in 
2-cluster solutions while for “cardiac_frequency”, “Neut_percent” and 

Fig. 3. A circular visualization of the DBN obtained in the present study based on the time series clinical data measured at 4 different time-points. This type of 
diagram presents the relationships (links) among the different nodes in our model. The more the connections among two nodes the stronger the relation among them. 

Fig. 4. The centrality measures extracted for each group of variables regarding the discrete time-points. The in- and out-degrees are shown for each node along with 
the betweenness centrality that provides the node’s influence over information flow. 
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Fig. 5. The patterns of trajectory clusters identified for each feature.  
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“PO2_FiO2”, it resulted in 3-cluster solutions. According to Supple-
mentary Table 6, significant differences were identified in the patient 
distribution among the trajectory clusters for features “LDH”, 
“Lymph_percent” and “POS_FiO2_ratio”, regarding ICU admission and 
mortality. Additional differences were detected in “Hct”, “Neu-
t_abs_number” and “cardiac_freq” for mortality. 

3.4. Classification performance for ICU admission and mortality 

Three case studies were investigated which involve the classification 
of patients for ICU admission and mortality (Table 2) based on: (i) the 51 
time-series clinical data across the first 4 timepoints with and without 
the inclusion of the 32 features with the clustering labels from the SOMs, 
(ii) the 11 features from the DBNs analysis with and without the clus-
tering labels from the SOMs, and (iii) only with the clustering labels 
from the SOMs. In case study 1, the contribution of the clustering labels 
from the SOMs enhanced the sensitivity by 1% and the specificity by 2% 
of the classifier for ICU admission against the use of the time-series data 
only. In case study 2, the contribution of the clustering labels from the 
SOMs enhanced the sensitivity and specificity of the classifier for ICU 
admission by 4% compared against the use of the best features from the 

DBNs, as well as, by 3% in sensitivity and 2% in specificity for mortality 
(Table 2). In case study 3, the use of the clustering labels from the SOMs 
yielded favorable classification performance. The performance evalua-
tion results with and without the SOMs clustering labels for the best 
features from the DBNs are presented in Supplementary Table 7. 

According to Table 2 and Supplementary Table 7, the performance of 
the classifiers was higher using the clustering labels from the SOMs for 
both mortality (in case study 1) and ICU admission (in case study 2), 
thus highlighting the positive impact of the DBNs and the SOMs during 
the training process. This can be also confirmed even in the case where 
no class imbalance handling is applied (Supplementary Table 8), where 
the performance of the classifiers remains higher using the clustering 
labels from the SOMs for both mortality (in case study 1) and ICU 
admission (in case study 3). Finally, the performance evaluation results 
with and without the clustering labels from the trajectories are depicted 
in Supplementary Table 9, where no performance improvement is 
observed. 

The corresponding ROC curves are depicted in Fig. 6 for ICU and 
mortality classification across the three case studies from Table 2. 
Regarding the performance of the classifier for ICU admission, the 
average ROC was 0.89 for case 1, 0.91 for case 2, and 0.86 for case 3. As 
far as mortality classification is concerned, the average ROC was 0.83 for 
case 1, 0.76 for case 2, and 0.74 for case study 3. 

3.5. Risk factors for ICU admission and mortality 

According to Fig. 7, the risk factor analysis highlighted the following 
features as important (i.e., the top five features) for ICU admission in 
case study 1 (with the clustering labels from the SOMs): O2_supply_ty-
pe_day5”, “O2_supply_type_SOM”, “SatO2_day7”, “tachypnea_day5”, 
and “SBP_day7”. The rest of the features include “temperature_day7”, 
“secondary_O2_supply_lit_SOM”, “PCO2_day3”, “K_day3”, and 
“DBP_day3”. Regarding mortality, the most informative features for 
decision making, include the: “Lymph_percent_day7”, “Urea_day5, 
“ALP_day1”, “Neut_percent_day7”, and “Hb_day1”. Additional features 
include the “tachypnea_day_3”, “INR_day1”, “PO2_FiO2_ratio_day5”, 
“hs_TPN_day1”, and “FiO2_day5”. The important features with the 
“SOM” tag denote the features with the clustering labels (Supplementary 
Table 3). 

According to Fig. 8, the risk factor analysis indicated the following 
features as important for ICU admission in case study 2 (with the clus-
tering labels from the SOMs): “PO2_FiO2_ratio_day5”, “Lym-
ph_abs_number_day5”, “O2_supply_type_SOM”, “PO2_FiO2_ratio_day7”, 

Table 1 
Number of patients assigned in each SOMs super-cluster for the most important 
features from the DBNs (p-values in bold denote statistically significant differ-
ences among the distributions of the ICU against the non-ICU patients and the 
patients who survived against those who died across the clusters).  

Feature Patient distribution in each 
super-cluster 

p-valuea  

C1 C2 C3 C4 ICU mortality 

ALP 88 223 83 28 0.732 0.04 
AST 173 71 92 86 0.005 0.285 
cardiac_frequency 86 68 145 123 0.905 0.103 
Hct 107 167 44 104 <0.001 0.0001 
LDH 80 61 101 180 0.061 0.005 
Lymph_abs_number 82 82 84 174 0.015 0.033 
Lymph_percent 102 105 79 136 0.024 0.0007 
Neut_abs_number 130 148 95 49 0.016 0.005 
Neut_percent 148 95 74 105 0.0008 0.0003 
PO2_FiO2_ratio 132 74 87 129 <0.001 0.004 
Tbil 166 89 79 88 1 0.319 
Average patient 

distribution 
117 108 88 109   

a A Fisher’s exact test was applied where the confidence level was set to 95%. 

Table 2 
Performance evaluation results from the GBT for ICU and mortality classification across different cases with 
donwsampling using the SOMs clustering labels from all the 32 continuous features (with blue color: specifi-
cations with the best or equal classification performance). 
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and “Lymph_percent_day3”, among others. Regarding mortality, the 
most important features for decision making include the: “PO2_FiO2_r-
atio_day5”, “Hct_day1”, “ALP_day1”, “LDH_day5”, and “Neu-
t_abs_number_day7”, among others. 

According to Fig. 9, the analysis highlighted the following features as 
important for ICU admission in the case study 3: “O2_supply_type_SOM”, 
“temperature_SOM”, “secondary_O2_supply_lit_SOM”, “SatO2_SOM”, 
and “cardiac_frequency_SOM”, among others. Regarding mortality 
classification, the most important features include the: “SatO2_SOM”, 
“secondary_O2_supply_lit_SOM”, “Na_SOM”, “ALP_SOM, and “Crea-
tinine_SOM”, among others. 

In all cases, the clustering labels from the SOMs regarding the O2 
supply type and the feature “ALP” were prominent for ICU admission 
and mortality, respectively (these features have been denoted with as-
terisks in Figs. 7–9). 

3.6. Inclusion of additional information (demographics, clinical data, 
treatments) 

An additional experiment was conducted to evaluate the 

contribution of baseline data (Supplementary Table 1) including de-
mographics (e.g., age, gender, patient history), clinical (e.g., fever, fa-
tigue, dyspnea), and treatments (e.g., administration of various 
therapeutic treatments, such as, statin, betablocker, corticosteroids) in 
the case study where the GBTs achieved the best performance in Table 2 
(i.e., case study 2). According to Table 3, the inclusion of demographics, 
clinical, and treatments did not yield any improvement in the perfor-
mance of the classifier for ICU admission. On the other hand, the 
sensitivity of the classifier for mortality was improved by 4% using the 
demographic data. The specificity was improved by 4% in the case 
where the demographics are included and by 1% in the case where the 
baseline clinical data and the treatments were included. 

4. Discussion 

We presented a straightforward workflow which combines DBNs 
with SOMs to derive homogeneous clusters of patients with COVID-19 
based on a subset of features that have the highest degree and connec-
tivity across multiple timepoints. The clustering labels from the SOMs 
were used to enrich the existing time-series clinical and laboratory data 

Fig. 6. Performance evaluation results for the GBT with the clustering labels from the SOMs. The line in bold denotes the average ROC across 100 iterations of the 
downsampling process. 
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with meta information yielding an increase in the performance of clas-
sification models for ICU admission and mortality. Our results highlight 
the contribution of the extracted patient subgroups from the SOMs along 
with the dynamically associated features with increased connectivity 
from the DBNs towards the improvement of the classification perfor-
mance for ICU admission (sensitivity 0.83; specificity 0.83) and mor-
tality (sensitivity 0.74; specificity 0.76). The number of lymphocytes, 
SatO2, PO2/FiO2, and O2 supply type were highlighted as prominent 
risk factors for ICU admission and the percentage of neutrophils and 
lymphocytes, PO2/FiO2, LDH, and ALP for mortality, among others. 

Concerning the findings of the DBN model, two main variables were 
identified as significant predictors towards ICU admission and patients’ 
mortality: cardiac frequency and neutrophil absolute number. As 

illustrated in Figs. 3 and 4 these two variables have the highest inter- 
connectedness when they are measured at the baseline (i.e., day 1). 
Moreover, according to the DBN analysis, higher dependencies were 
yielded among these main contributors and the clinical variable of 
“PO2_FiO2”. A more thorough investigation of these dependencies 
would permit the identification of major factors at the baseline or during 
the follow-up period that contribute to risk stratification of COVID-19 
patients. 

The presented DBN-based analysis provides the framework to extract 
causal and reasonable trajectories over time concerning the measure-
ment of clinical and other related to COVID-19 data at discrete time- 
points. Based on these findings we should mention that high degree of 
betweenness centrality has been observed among the Neutrophil 

Fig. 7. Feature importance for ICU admission (on top) and mortality (on bottom) from case study 1 with the clustering labels from the SOMs.  

Fig. 8. Feature importance for ICU admission (on top) and mortality (on bottom) from case study 2 with the clustering labels from the SOMs.  
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number (“Neut_abs_no_day1”) and the cardiac frequency (“cardiac_-
freq”) at day 1 variables. The analysis of clinical data measured at 
discrete time-points through DBN modeling would permit the identifi-
cation of new dependencies among significant factors regarding the ICU 
admission of COVID-19 patients. In addition, the detection of new de-
pendencies and relationships between clinical-oriented variables that 
characterize the progression of the disease would allow better decision 
making in the clinical management of the disease as well as the sug-
gestion of targeted therapy that could decrease the mortality rates. 

Significant differences were identified in the patient distribution 
across the four super-clusters from the SOMs analysis and particularly 
for the features “Hct”, “Lymph_abs_number”, “Lymph_percent”, “Neu-
t_abs_number”, “Neut_percent” and “PO2_FiO2_ratio”, regarding ICU 
admission and mortality. Additional significant differences were detec-
ted in “AST” for ICU admission and in “ALP” and “LDH” for mortality. 
These findings are in line with those obtained by the trajectories analysis 
(Supplementary Tables 5 and 6), where statistically significant differ-
ences were identified among the patient distribution in the clusters for 
the features “LDH”, “Lymph_percent” and “POS_FiO2_ratio”, regarding 

ICU admission and mortality. Additional statistically significant differ-
ences were detected in “Hct”, “Neut_abs_number” and “cardiac_freq” for 
mortality. 

The most important features, as denoted by the DBNs, were utilized 
in the SOMs to extract homogeneous clusters of COVID-19 patients with 
common clinical profiles. Subsequently, MARTs were trained on the 
aggregated features from the DBNs and the new features from the SOMs 
yielding robust classifiers for ICU admission and mortality with an in-
crease by 1% in sensitivity and 2% in specificity for ICU admission in 
case study 1, as well as an increase by 4% in sensitivity and specificity 
for ICU admission and by 3% in sensitivity and 2% in specificity in case 
study 2, compared to the classifiers trained with the clustering labels 
from the SOMs. The contribution of demographics-related data yielded 
an increase in accuracy by 4% and in AUC by 6% for mortality (Table 3) 
which suggests that age has a high impact on mortality in hospitalized 
COVID-19 patients. 

The number of lymphocytes, SatO2, PO2/FiO2 and O2 supply type 
were highlighted as major risk factors for ICU admission and the per-
centage of neutrophils and lymphocytes, PO2/FiO2, LDH, and ALP for 

Fig. 9. Feature importance for ICU admission (on top) and mortality (on bottom) from case study 3 with the clustering labels from the SOMs.  

Table 3 
Performance evaluation results for case study 2 before and after the inclusion of demographics, clinical data and 
treatments (with blue color: specifications with the best or equal classification performance). 
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mortality. According to Table 4, our findings are in line with related risk 
factors that were reported in the literature. More specifically, the neu-
trophils infiltration has been found to drive necroinflammation during 
coronavirus in Ref. [38] whereas in Ref. [39] the neutrophil to 
lymphocyte ratio has been highlighted as a risk factor for the severity of 
COVID-19. Additional risk factors for mortality include the “Hb” which 
has been highlighted also in Ref. [40] as an independent risk factor for 
the mortality in COVID-19 patients and the “INR” which has been linked 
with COVID-19 severity in Ref. [41]. The prognostic value of troponin 
elevation has been identified in Ref. [42] and particularly in patients 
with underlying cardiovascular diseases. The “PO2_FiO2_ratio” along 
with the “FiO2” have been identified as independent risk factors for 
in-hospital mortality in patients with COVID-19 [43]. Likewise, LDH has 
been found as an independent risk factor of severe COVID-19 in 
Ref. [44] while tachypnea and low SBP have been strongly associated 
with in-hospital mortality in COVID-19 [45]. Additional risk factors for 
ICU admission include the supply oxygen type which is highly associated 
with COVID-19 severity, and SatO2 which serves as a predictor of 
mortality in adult patients with COVID-19 [46]. The relationship be-
tween mortality and ALP has also been demonstrated in Refs. [47,48] 
which underline the clinical need for further investigation of elevated 
serum alkaline phosphatase levels as a mechanism of liver injury in 
COVID-19. In addition, this study goes beyond the state of the art by 
combining DBNs with SOMs and trajectories to derive homogeneous 
clusters of patients with COVID-19 based on a subset of features that 
have the highest degree and connectivity across multiple timepoints. 

Unlike the existing studies (Table 4) which focus on the direct 
application of machine learning algorithms for the development of ICU 
admission and mortality classifiers and the detection of related risk 
factors, the proposed approach places particular emphasis on the dy-
namic modeling of features across multiple time-points to extract the 
most informative ones. The latter are utilized to derive homogeneous 
clusters of COVID-19 patients with similar clinical profiles based on the 
SOMs and the trajectory analysis. The extracted clustering information 
is then combined with the input data to enhance the robustness of the 
classifiers for ICU admission and mortality. 

5. Conclusions and future work 

In this work, we used DBN modeling to predict probable and 
reasonable trajectories over time, considering the measurement of 
clinical data in discrete time-points. In addition, we identified under-
lying probabilistic relationships among prominent risk factors of COVID- 
19 for both ICU admission and mortality. The clustering and trajectory 
analysis revealed major factors, including the number of lymphocytes, 
PO2/FiO2, percentage of neutrophils and lymphocytes, LDH, and ALP at 
the baseline or during the follow-up as prominent for ICU admission and 
mortality in COVID-19. The contribution of the extracted clusters, the 
trajectories and the dynamically associated clinical data yielded an 
improved classification performance both for ICU admission (sensitivity 
0.83, specificity 0.83) and mortality (sensitivity 0.74, specificity 0.76). 
Thorough investigation of the derived patient subgroups (i.e., clusters 
and trajectories) would permit the identification of major factors at the 
baseline or during the follow-up period that contribute to risk stratifi-
cation of COVID-19 patients. The sensitivity of the classifier for mor-
tality was improved by 4% using demographic-related data while the 
specificity was improved by 4% in the case where the baseline clinical 
data are included and by 3% in the case where the demographics and the 
therapies-related data were incorporated. The features “number of 
lymphocytes”, “SatO2”, “PO2/FiO2” and “O2 supply type” were high-
lighted as risk factors for ICU admission and the percentage of neutro-
phils and lymphocytes, PO2/FiO2, LDH and ALP for mortality, among 
others. Although most of the existing studies (Table 4) focus on the 
development of ICU admission and mortality classifiers without taking 
into consideration the underlying dynamic associations among the data, 
the proposed method combines dynamic modeling with clustering 

analysis to identify subgroups of COVID-19 patients with common 
clinical profiles which are in turn utilized for the development of robust 
classifiers for ICU admission and mortality. 

As a future work, we plan to extend the population size and further 
enrich the clinical data to enhance the performance of the classifiers for 
ICU admission and mortality, as well as, to capture dynamic associations 
among different phenotypes of COVID-19 across additional timepoints 
to better understand the underlying pathogenic mechanisms of the dis-
ease based on deep learning methods. 
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Table 4 
Comparison with the state-of-the-art studies for ICU admission and mortality in 
COVID-19.  

Study Method Risk factors 

Subudhi 
et al., 2021 
[12] 

Ensemble-based algorithms to 
predict ICU admission and 
mortality across 3597 COVID- 
19 patients. 

Risk factors: CRP, LDH, O2 
saturation for ICU admission 
and neutrophil and 
lymphocytes for mortality. 

Cheng et al., 
2020 [10] 

Random forests for risk 
stratification based on time- 
series data across 1987 unique 
patients diagnosed with 
COVID-19. 

A risk prioritization tool that 
predicts the need for ICU 
admission within 24h to 
optimize the flow of operations 
within the hospitals. 

Dan et al., 
2020 [13] 

Ensemble learning to 
objectively identify an optimal 
combination of factors that 
predicts ICU admissions across 
733 COVID-19 patients. 

The number of lymphocytes 
was involved in all prediction 
tasks with the highest AUC 
score. 

Aznar et al., 
2021 [15] 

Multipurpose algorithms 
(boosting ensembles, artificial 
neural networks) to estimate 
the risk of ICU admission or 
mortality among 3623 patients 
with COVID-19. 

The final model achieved good 
discrimination for the external 
validation set (AUC 0.821). A 
cut-off of 0.4 yields sensitivity 
and specificity 0.71 and 0.78, 
respectively. 

Fernades 
et al., 2021 
[16] 

Predict the risk for COVID-19 
severity by training 
multipurpose algorithms across 
3280 patients. 

High predictive performance 
(average ROC 0.92) with the 
following risk factors: 
lymphocytes, C-reactive 
protein, and Braden Scale. 

Guan et al., 
2021 [14] 

GBTs were trained on 1270 
COVID-19 patients from 
Wuhan to detect risk factors. 

Age, CRP, and LDH were 
identified as prominent features 
for COVID-19 mortality. 

Chen et al., 
2021 [11] 

Bagging methods were applied 
on clinical data from 362 
patients with confirmed 
COVID-19. 

Age, hypertension, gender, 
diabetes, absolute neutrophil 
count, IL-6, and LDH were 
identified as risk factors for 
COVID-19 severity. 

Current 
work 

DBNs combined with SOMs to 
derive homogeneous clusters of 
patients with COVID-19 which 
were used to enrich the existing 
time-series clinical and 
laboratory data with meta 
information to increase the 
performance of classification 
models for ICU admission and 
mortality. 

Risk factors: number of 
lymphocytes, SatO2, PO2/ 
FiO2, and O2 supply type as risk 
factors for ICU admission and 
the percentage of neutrophils 
and lymphocytes, PO2/FiO2, 
LDH, and ALP for mortality. 
Classification performance for 
ICU admission with sensitivity: 
0.83 and specificity: 0.83 (AUC 
0.91), and mortality with 
sensitivity: 0.74 and specificity: 
0.76 (AUC 0.83).  
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.compbiomed.2021.105176. 
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