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To improve the accuracy of track and field sports feature recognition, this paper combines sensor technology to improve the
motion video image multiprocessing technology and gives the basic principles of image registration. Moreover, this paper chooses
a model based on projection transformation. When using a high-speed linear CCD, only the image information on the finish line
is collected. Unlike the previous high-speed area CCD cameras that can capture runway information, linear CCDs are used to
collect only the image information on the finish line, and the data is collected and processed through sensor technology. +e
research shows that the application effect of the motion video image multiprocessing technology based on sensor technology in
track and field sports proposed in this paper has good practical effects.

1. Introduction

Images are objective and true image data obtained from the
real world through various observation and measurement
systems and various observation andmeasurementmethods.
It can be directly received by the human eye and generates a
signal in the human brain to make the human visually
perceive the actual information. After scientific research, it
has been confirmed that about 80% of the information
obtained by humans comes from the human visual system,
which means that about three-quarters of the information
obtained by people is in the form of images [1]. +is is the
most basic qualitative for the word image. Images can
convey a lot of information and are not susceptible to in-
terference from other factors. In addition, it can be expressed
in the most true, direct, and objective manner, and the
received information can be processed twice at the fastest
speed through the widely used multimedia information
technology nowadays. On this basis, we discover the relevant
information about the athletes we need in training, so as to
ensure that coaches and the researchers responsible for
monitoring and investigating the athletes’ training situation
can obtain the most direct, intuitive, and highly referential

training information of athletes and can also use this as a
basis to guide athletes on how to train in the follow-up
process [2]. +erefore, the related technology of image
processing has been welcomed and favored by coaches and
athletes for a long time. +is method can play a very huge
role in the process of researching sports [3].

Video images are obtained by people using various tools
to observe the objective world in different forms and
methods. It can directly or indirectly act on the human eyes
and produce visual perception entities, that is, static pictures
or dynamics observed by the human eyes. Video. Scientific
research and statistics show that about 75% of the infor-
mation that humans obtain from the outside world comes
from the visual system, which is obtained from images. After
the two-dimensional or three-dimensional analysis of the
sports technology video image, the image or data infor-
mation of the athlete’s technical performance is obtained,
and then, the technical training level is evaluated through
scientific analysis and evaluation. All of this is based on the
video image. Image processing technology can most intui-
tively monitor and evaluate athletes’ technical movements,
and it can also stimulate athletes’ interest in learning and
improving sports technology the most. At the same time, the
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sports technology video is carried out under the condition of
no interference to the athletes. It directly obtains the real
technical data of the athletes at the competition and training
site, which can best meet the requirements of sports training
and the real situation of the competition. +erefore, video
image processing technology is one of the most effective
scientific research methods and has a wide range of appli-
cation prospects.

+is article combines sensor technology to improve the
multiprocessing technology of sports video images, re-
searches the process of track, and field sports and builds an
intelligent track and field analysis system, which provides a
reference for the subsequent improvement of the effect of
track and field sports.

2. Related Work

+e development of modern multimedia technology has
enabled computers to intensively manage and process the
media that disseminate information, such as text, graphics,
sound, and images, so that modern educational technology
with computers as the core has become a key experimental
field for school teaching reform in the new era. Physical
education is an important part of school education and
school physical education. Teaching methods and methods
should also be continuously enriched and developed, and its
reform is imperative [4]. +e characteristic of multimedia
teaching is that it is suitable for expressing visualized or
simple logical thinking teaching content based on concrete
images. Using multimedia computers to integrate text,
graphics, images, and videos can present more information
to students in a short period of time, which cannot be ac-
complished by traditional teaching methods in the same
time period [5].+ere are manymedia in physical education.
+e use of media is sufficient, complete, diverse, and effi-
cient, which is conducive to improving the quality of
teaching and is conducive to the learning and mastery of
sports movements [6].

Multimedia technology is the result of the compre-
hensive development of related technologies, such as mi-
croelectronics, computer technology, and communication
technology. +erefore, it is a highly comprehensive high-
tech. With the development and improvement of multi-
media technology itself, its concept is also constantly de-
veloping, the meaning it covers is also constantly extending,
and its related fields are constantly expanding [7].

After the 1990s, with the development of computer
technology, the continuous upgrading of hardware and
software, the continuous improvement of multimedia
technology, the continuous improvement of the support
capacity of the PC system platform, the continuous im-
provement of compression and decompression technology
and coding technology, and the development of network
technology, it solves the storage, transmission, and per-
formance of multimedia information [8]. +e multimedia
system has the ability to comprehensively process sound,
graphics, and text, especially the problem of processing full-

motion video information and interactive video applica-
tions. Video images are obtained by people using various
tools to observe the objective world in different forms and
methods. It can directly or indirectly act on the human eye
and produce visual perception entities, that is, static pictures
or dynamics observed by human eyes. +e video [9]. After
the two-dimensional or three-dimensional analysis of the
sports technology video image, the image or data infor-
mation of the athlete’s technical performance is obtained,
and then, the technical training level is evaluated through
scientific analysis and evaluation, all of which are based on
the video image [10]. From the perspective of the devel-
opment of video image acquisition and processing methods,
it has experienced from early film photography to infrared
spot and AV signal video recording and then digital DV
signals that are widely used at present. From the perspective
of the development of image acquisition speed, it has ex-
perienced low-speed video and normal-speed video to high-
speed video; from analog signal to digital signal, from low-
resolution video to the development of high-precision im-
ages, from two-dimensional measurement analysis to three-
dimensional measurement analysis; in the display after the
picture is collected, from black and white images to color
images; in terms of technical feedback, through field video
collection, laboratory video collection, analysis, and post-
exercise Feedback, up to the current on-site video collection,
on-site video technology analysis and processing, on-site
rapid feedback, feedback time is greatly shortened [11]; in
the way of video feedback, from single person single video
technical data feedback, to multi-person and multi-video
comparison Feedback, video overlay feedback, etc.; in terms
of obtaining motion parameters, it has also experienced the
development from complex to simple, from long-term
feedback to rapid feedback on the sports scene, from
complex technical processing to simple technical rapid
processing. All of this is closely connected with the rapid
development of modern science and technology, especially
computer technology [12]. Scientific research and statistics
show that about 75% of the information that humans obtain
from the outside world comes from the visual system, which
is also obtained from images [13]. After the two-dimensional
or three-dimensional analysis of the sports technology video
image, the image or data information of the athlete’s
technical performance is obtained, and then, the technical
training level is evaluated through scientific analysis and
evaluation, all of which are based on the video image [14].
Image processing technology can most intuitively monitor
and evaluate athletes’ technical movements, and it can also
stimulate athletes’ interest in learning and improving sports
technology themost. At the same time, the sports technology
video is carried out under the condition of no interference to
the athletes. It directly obtains the real technical data of the
athletes at the competition and training site, which can best
meet the requirements of sports training and the real sit-
uation of the competition.+erefore, video image processing
technology is one of the most effective scientific research
methods and has a wide range of application prospects [15].
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3. Multiprocessing Technology of Track and
Field Video Image

+e geometric transformation model of track and field sports
images uses the matrix form in the mathematical model to
express the change relationship between two track and field
sports images, such as translation, rotation, and zoom
transformation. In fact, the mathematical model is used to
express the geometric transformation model of the track and
field sports image, which is convenient for the simulation and
simulation of the algorithm. Before the two track and field
sports images are fused, the corresponding coordinate points
of the same objects in the two track and field sports images
need to be found. When shooting, the two track and field
sports images to be registered may be affected by the ex-
perimental environment. +ere are some changes. Different
mathematical models should be selected for different situa-
tions to describe the geometric transformations of the track
and field sports images. Some common transformations are
translation, rotation, affine, projection and so on. Among
them, the first two are simple transformations, which are
uniformly divided into rigid body transformations.

+e rigid body transformation can only represent the
translation and rotation transformation between the coor-
dinates of two track and field sports images. Formula (1)
represents the mathematical expression of rigid body
transformation [16].
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Rigid body transformation is the simplest transforma-
tion among the three transformations, and there are only
three degrees of freedom. m2, m5 represents the horizontal
offset and vertical offset between two track and field sports
images. 0 represents the rotation angle between two athletic
images, (x′, y′) is the coordinate after transformation, and (x,
y) is the coordinate of the original image.

Affine transformation can not only describe the trans-
lation and rotation transformations between the pixels of
two track and field sports images but also describe their
scaling transformations. Formula (2) expresses the mathe-
matical expression of affine transformation [17].
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It is not difficult to see that (x′, y′) are the transformed
coordinates, and (x, y) are the coordinates in the original
image. +ere are six in the transformation matrix. m0, m1,
m3, and m4 represent one of the two track and field sports
images. Rotation and zoom between the two, m2 and m5,
represent the amount of translation. It can be known from
the number of unknowns that at least three pairs of cor-
responding feature points are needed to obtain the trans-
formation matrix.

+e projection transformation is closer to actual life. +e
shapes of the two track and field sports images before and
after the transformation are basically unchanged, but the
original parallel line segments no longer remain parallel.
After repeated experimental verification, this paper found
that the effect of projection transformation is significantly
better than that of other transformations. +erefore, this
paper adopts the projection transformation, and there are
eight degrees of freedom in the projection transformation.
According to the values of these eight degrees of freedom,
people can accurately know what transformations have
occurred in the two track and field sports images. +e
models and principles of these three transformations have
been introduced previously. Next, this paper combines the
projection transformation selected in this paper and the
coordinates mapped in real shooting to do a detailed in-
troduction. Figure 1 shows the coordinates mapped during
the actual shooting.

As shown in Figure 1, where P (X, Y, Z) is any point in
the natural scene, C1 and C2 are two different imaging
sensors with translation and rotation transformations. P1, P2
is the imaging coordinates of the unified scenic spot R taken
by the two different imaging sensors, respectively, marked as
x1 � (X1, Y1, k1)

T, x2 � (X2, Y2, k2)
T, so formula (3) can be

derived [18].

x1 � V1R1T1P,

x2 � V2R2T2P.
(3)

Among them, Ti, Vi, Ri(i � 1, 2), respectively, represent
the translation, scaling, and rotation matrix of the imaging
coordinate system of the acquisition device relative to the
world coordinate system. Formula (4) shows the relationship
between x1 and x2:
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−1

R1
−1

V1
−1

x1. (4)
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−1R1

−1V1
−1, and there is x2 � Mx1,

where M is a 3× 3 matrix, which is generally written as
follows:
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+e previously mentioned formula shows that if the
coordinates of a point in the actual scene captured and
imaged by two different sensors are x1 and x2, a 3× 3
transformation matrix can be used to express the trans-
formation relationship between two track and field sports
images. According to the transformation matrix, people can
calculate the specific values of translation, rotation, and
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scaling between two track and field sports images. +e
projection transformation model has 8 degrees of freedom
mi (i� 0, 1, 2, . . ., 7), where k is the scaling parameter. +e
perspective transformation is that the original parallel line
segments no longer remain parallel, but the original straight-
line segments are still straightline segments.

+e detection of feature points is to detect the feature
points of the differential Gaussian pyramid of track and field
sports images of different scales. +e so-called feature points
are points that do not change under the changes of trans-
lation, rotation, and scaling, that is, the scale invariance
factor. In fact, the difference pyramid is used to refine the
track and field motion image and then detect the feature
points. +e differential Gaussian pyramid of track and field
sports images is defined as [19]

D(x, y, kσ) � (G(x, y, kσ) − G(x, y, σ))⊗ I(x, y),

G(x, y, kσ) �
1

2πσ2
e

− x2+y2( )/2σ2( ).

(8)

Among them, D(x, y, kσ) represents the differential
Gaussian pyramid of the track and field sports image with a
scale of 0 under the coefficient k, D(x, y, σ) represents the
Gaussian pyramid of the scale of G(x, y, kσ), 1(x, y) rep-
resents the original track and field sports image, and ⊗
represents the convolution between them. σ is the scale
factor, G(x, y, kσ) represents the Gaussian function of scale,
and (x, y) is the coordinate of the point on the track and field
sports image. In order to find the characteristic points on the
difference pyramid, take any point on the track and field
sports image of the difference pyramid as the center point in
the 3× 3 window, and then take the 3× 3 window of the
upper and lower layers of the difference pyramid corre-
sponding to this layer. Whether the value of the center point
is greater than the value of 26 points in its neighboring or
corresponding points in the upper and lower windows is
compared. If it is, then, the point is regarded as the maxi-
mum point, that is, the feature point of interest; otherwise, it
is not, and the feature point detected on the track and field
sports image is obtained.

+e matching method of sift in Lowe is mainly based on
Euclidean distance. However, the threshold value selected
each time is different, and the specific threshold value is
determined mainly based on repeated experiments. +e
matching of two descriptors D1 and D2 is when the distance
between only two descriptors is T times (threshold) not
greater than the distance between D1 and other descriptors,
it is considered as a corresponding matching point as
follows:

d(D1, D2) × 1.5<d(D1, others). (9)

+e Chinese meaning of surf is fast and robust. After the
sift algorithm was researched, later generations found that
although the sift algorithm is very stable, it runs very slowly.
+e Sift algorithm uses a differential Gaussian pyramid,
while the surf algorithm uses an approximation of the de-
terminant of the Hessian matrix. Formula (10) represents a
Hessian matrix with point x at scale σ.

H(x, σ) �
Lxx(x, σ) Lxy(x, σ)

Lxy(x, σ) Lyy(x, σ)
⎡⎣ ⎤⎦. (10)

Among them, Lxx(x, σ) represents the convolution of
the function value of the second-order Gaussian differential
z2/zx2g(σ) with the track and field moving image I at point
x. Lxy(x, σ) represents the convolution of the function value
of the second-order Gaussian differential z2/zx zyg(σ) with
the track and field moving image I at point x. Lyy(x, σ)

represents the convolution of the function value of the
Gaussian second-order differential z2/zy2g(σ) with the
track and field moving image I at the point x.

People can use the corresponding template to convert
the result of the convolution into the form of a box filter, as
shown in Figure 2:

If a Gaussian second-order differential function with a
standard deviation of 1.2 is used for filtering, a 9× 9 template
is selected to convolve and detect track and field moving
images. Formula (12) represents the simplified formula for
the determinant value of the Hessian matrix:

Det Happrox􏼐 􏼑 � DxxDyy − 0.9Dxy􏼐 􏼑
2
. (11)

From Figure 3, we can see the difference between the
pyramid constructed with the sift algorithm and the pyramid
constructed with the surf algorithm [20]. +at is, when the
sift algorithm is used to construct the pyramid, the size of the
track and field sports image is continuously changed after
sampling, but the size of the template is fixed. However,
when the surf algorithm is used to construct the pyramid, the
size of the track and field motion image is unchanged, but
the size of the filter is constantly changing, thus constructing
an integral function on the original track and field motion
image and speeding up the running speed of the surf
algorithm.

In the surf algorithm, the horizontal and vertical ei-
genvalues of the Harr wavelet in the neighborhood of the
feature point are counted. +e range of the neighborhood is
to rotate at a certain angular interval in a sector with an arc

P

P1

P2

X

Y

Z

I1
I2

X1 X2

Y1

Y2

Z1

Z2

Figure 1: Coordinates mapped during actual shooting.
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center angle of 60 degrees in the circle of. +en, the sum of
the eigenvalues of the Harr wavelet in the sector are, re-
spectively, counted, and the main direction of the charac-
teristic point is determined according to the largest statistical
value. +en, according to the obtained main direction, draw
a square that is consistent with the direction near the feature
point. +e square is divided into 4× 4 small areas, a total of
16 areas, and the eigenvalues of the Harr wavelet of 25 pixels
in each small area are calculated. +e characteristic value
includes the cumulative value of the horizontal direction, the
cumulative value of the vertical direction, the cumulative
value of the absolute value of the horizontal characteristic
value, and the cumulative value of the absolute value of the
vertical characteristic value. +e schematic of the process is
shown in Figure 4:

In this way, the cumulative value of four directions in
16 regions is formed, a total of 64-dimensional vectors,
and the sift algorithm has a total of 128-dimensional
vectors, so the amount of calculation is reduced by half,
which greatly accelerates the matching speed of the al-
gorithm. For the fusion of two cameras that use different
fields of view (FOV) and resolution, the first thing that
needs to be realized is the transformation relationship
between all the track and field sports images involved.
+erefore, it is necessary to spatially remap each track and
field sports image to a common coordinate. +is can be
achieved by a simple registration method. +e geometric
registration formulates several key assumptions. First, the

two cameras are assumed to be concentrated at the same
point. +erefore, the center of each track and field sports
image should match spatially before any registration.
Second, it assumes that when the two cameras are syn-
chronized, the frames that produce the same scene are
related to time. Finally, it is assumed that the slight dif-
ference in the actual camera position between the scenes
viewed by the two cameras at a certain distance is neg-
ligible [21].

+e final hypothesis can be obtained from Figure 5. Two
planes appear in this picture, the length of Wc represents the
sensor plane and the length ofWs represents the scene plane.
+e distance S is related to the offset of the two cameras
installed. +e scene at the sensor level is quantized into N

Figure 2: Box filter.

Scale

Figure 3: Sift pyramid and surf pyramid.

dy

dx∑dx

∑ |dx|

∑ dy

∑ |dy|

Figure 4: Schematic diagram of Harr wavelet characteristics.
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discrete pixels, and the width of each pixel is described as
follows:

PixelWidt �
Wc

N
. (12)

+erefore, the plane of the scene is also quantized intoN,
and the following describes the discrete part of the pixel
width:

SceneWidt �
Ws

N
� 2d tan(c). (13)

In order for a significant difference in the two frames of
the two offset cameras to appear, there must be at least 1
SceneWidth. +erefore, as long as the value of S is less than
one pixel shift, there is no difference in the distance between
the two cameras in the final track and field sports image.

S<
d tan(c)

N
. (14)

+e distance d is solved by the rearrangement (15) al-
gorithm, and the result is

d> S ×
N

tan(c)
. (15)

Arbitrarily, if S is equivalent to a value close to 10 cm,
that is, the camera is installed at a distance of 10 cm, 240
pixels are used, and the field of view is less than 90 de-
grees, and the minimum distance d can be found. +e
result of this calculation shows that as long as the two
cameras are concentrated to a distance greater than 2.40
meters, no offset can be seen in the two track and field
sports images.

In all other track and field sports images, the track and
field sports images called “source” are sampled to achieve the
same resolution as the benchmark track and field sports
images. +e first step in this process involves taking a useful
part of the base geometry, as shown in Figure 6. Angle 0 is
equivalent to half of a specific angle of view.+e relationship
between the angle and the length of this side is expressed as
follows [22]:

tan(θ) �
D

2Dt

. (16)

Since the Dt of the two cameras is the same, this value
can be normalized to get the relative length of the track and
field sports image, and the result can be expressed by for-
mula (17). Since this formula uses the relative height and
width of each frame, each frame can be found:

D � 2 tan(θ). (17)

+ese distances are used to remove any areas that will not
appear in the two frames. In order to achieve this, the relative
distance of each track and field sports image must be
compared. No matter which frame contains a larger dis-
tance, it must be cropped to a frame with a smaller size. Since
the resolution of each camera may change, this difference is
converted into pixels.+is value indicates howmany rows or
columns must be removed, which is expressed by the
following:

NumCroppeNpixels 1 −
DMin

DMax
􏼢 􏼣. (18)

4. Application of Multiprocessing Technology
of Motion Video Image Based on Sensor
Technology in Track and Field Sports

+is research uses high-speed linear CCD to collect only the
image information on the finish line. Unlike the previous
high-speed area CCD camera that can capture runway in-
formation, the linear CCD only collects the image infor-
mation on the finish line. Next, we need to solve the runway
problem. If the track cannot be resolved, the matching of the
athlete’s performance will be affected to a certain extent. In
order to solve this problem, the finish line can be drawn as a
white line, and the runway line can be extended to the finish
line with a black line, so that the CCD acquisition system can
collect the black line information of the runway. Since there
is runway information on each frame of image, in this way,
the line of the runway appears on the image composed of the
linear CCD images of each frame, and the rest of the runways
are white, which is easy to distinguish. +e schematic dia-
gram of camera placement and runway identification is
shown in Figure 7.

S

S

WS
d

r

r

Wc

Figure 5: Registration specifications.

Db/2

Da/2

θa θb

Figure 6: Geometric registration.
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+is system is composed of upper plastic layer, sensor
unit, row lead, column lead, lower plastic layer, sensor ac-
quisition node, field bus unit, digital track module, field bus,
computer, and wireless headset. It is characterized by the
structure of a flexible array sensor based on a screen printing
process, and a plurality of sensor units are placed between
the upper plastic layer and the lower plastic layer for pro-
tection. +e sensor unit is connected by row leads and

column leads to form a sensor acquisition node. Moreover,
multiple sensor collection nodes are connected with the
lower plastic layer and the upper plastic layer, and the field
bus unit to form a large-area flexible digital trackmodule as a
training platform, which is fixed on the ground. In the large-
area flexible digital racetrack module, the row leads of each
row of sensor units and the column leads of each sensor unit
are connected to the field bus unit. Furthermore, it is

>=20degree

Color line
array CCD

camera

Terminal line

Runway heading

Runway
extension

line

Figure 7: Schematic diagram of camera placement and runway identification.

Signal
acquisition
subsystem

Flexible array
sensor subsystem

Wireless real-
time feedback

subsystem

Test and analysis
system software

Figure 8: Block diagram of system modules.

Z

Y

X

(a)

Z

Y

X

(b)

Figure 9: Case images of multiprocessing technology for track and field sports videos. (a) Case image 1. (b) Case image 2.
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connected to the computer through the field bus to complete
the transfer of information collection to the computer, and
the wireless headset receives the feedback information from
the computer through the wireless communication network.
+e block diagram of the system modules is shown in
Figure 8.

According to the system proposed in this paper, a case
image of the multiprocessing technology of track and field
sports video is obtained, as shown in Figure 9.

+rough the multiprocessing technology of the track and
field sports video for image processing, the image processing
effect is shown in Figure 10.

(a) (b)

(c) (d)

Figure 10: +e processing effect of the motion video image multiprocessing technology. (a) Original image. (b) Grayscale processing. (c)
Noise removal. (d) Feature recognition.

Table 1: Application effect of multiprocessing technology of motion video image based on sensor technology in track and field sports.

NO Effect NO Effect
1 94.16 19 92.58
2 91.70 20 83.51
3 90.10 21 86.67
4 86.47 22 88.12
5 85.25 23 88.74
6 86.94 24 91.57
7 93.57 25 86.19
8 92.25 26 93.19
9 94.83 27 94.85
10 92.51 28 84.16
11 83.51 29 84.31
12 90.22 30 86.10
13 88.03 31 86.67
14 83.64 32 83.94
15 83.63 33 86.66
16 94.98 34 84.46
17 94.08 35 91.56
18 90.37 36 85.77
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Based on this analysis, the application effect of this
system is evaluated, and the results shown in Table 1 are
obtained.

From the previously mentioned research, we can see that
themultiprocessing technology of motion video image based
on sensor technology proposed in this paper has good
practical effects in track and field sports.

5. Conclusion

With the continuous improvement of sports technology and
computer performance, the intensity of track and field
events is also increasing. During the track and field com-
petition, the accuracy of the athlete’s starting movement can
enable the athlete to obtain the best speed in the shortest
time, which directly affects the competition performance, so
it has become the focus of research in the field of sports
teaching. In the actual training process, due to the differ-
ences in the physical conditions and specific physical abil-
ities of different athletes, some athletes have more wrong
starting movements, and their ability to master the correct
starting movements is poor. In this state, how to effectively
conduct in-depth observation and judgment of athletes’
starting movements and use certain effective means to
prevent and correct them has become the main problem that
needs to be solved urgently in this field, which has attracted
the attention of many experts and scholars in this field.
+erefore, many good research results have been obtained.
+is article combines sensor technology to improve the
multiple processing technology of sports video images, re-
searches the process of track and field sports, and builds an
intelligent track and field analysis system, which provides a
reference for the subsequent improvement of the effect of
track and field sports.
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