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Learning for single-cell assignment
Bin Duan, Chenyu Zhu, Guohui Chuai, Chen Tang, Xiaohan Chen, Shaoqi Chen,  
Shaliu Fu, Gaoyang Li, Qi Liu*

Efficient single-cell assignment without prior marker gene annotations is essential for single-cell sequencing data 
analysis. Current methods, however, have limited effectiveness for distinct single-cell assignment. They failed to 
achieve a well-generalized performance in different tasks because of the inherent heterogeneity of different 
single-cell sequencing datasets and different single-cell types. Furthermore, current methods are inefficient to 
identify novel cell types that are absent in the reference datasets. To this end, we present scLearn, a learning-based 
framework that automatically infers quantitative measurement/similarity and threshold that can be used for 
different single-cell assignment tasks, achieving a well-generalized assignment performance on different 
single-cell types. We evaluated scLearn on a comprehensive set of publicly available benchmark datasets. We 
proved that scLearn outperformed the comparable existing methods for single-cell assignment from various 
aspects, demonstrating state-of-the-art effectiveness with a reliable and generalized single-cell type identification 
and categorizing ability.

INTRODUCTION
Single-cell transcriptomics are now indispensable for revealing the 
heterogeneity of complex tissues and organisms (1–6); however, it 
is limited by the heavy reliance on manual annotation and inspec-
tion of cell type–specific marker genes, which is time-consuming, 
labor intensive, and irreproducible. Efficiently assigning cells into 
proper cell types or states presents to be one of the grand challenges 
in single-cell data analysis (7).

Recently, cell type assignment strategies without prior marker 
gene annotations have emerged to solve these issues (8–15). Basically, 
these strategies use a large amount of labeled datasets as a reference 
to automatically assign or categorize cell types for the new query 
cells without prior cell type–specific marker gene information. They 
also simultaneously label those cells whose cell types are absent in 
the reference as “unassigned.” Although these strategies have ad-
vanced progress in single-cell type identification and categoriza-
tion, single-cell sequencing data are inherently heterogeneous and 
noisy (16), which make it challenging for these strategies to perform 
well on different single-cell sequencing datasets and different single- 
cell types (8, 15). Basically, the performance of existing methods can 
be evaluated in two test scenarios, i.e., positive control scenario and 
negative control scenario [also called rejection task (15)]. In the test 
of the positive control scenario, the single cells with labeled cell 
types are collected as the reference, and the coming single cells with 
the same tissues and cell types as the reference are taken as the query. 
The goal of this test is to assign the query cells with the proper cell 
types presented in the reference datasets. On the other hand, in the 
test of the negative control scenario, the reference and the query are 
from the completely different tissues and cell types, and the goal of 
this test is to identify these query cells as unassigned cells. A com-
prehensive study of the existing single-cell assignment methods in-
dicated that several issues remain: (i) the assignment performance 
of existing methods is greatly influenced by different cell types and 
datasets for both positive control scenario and negative control 

scenario, failing to achieve a well-generalized and robust assignment 
performance in different cell types, and (ii) the current methods are 
biased toward one specific test scenario. For example, the recently 
proposed scmap-cluster (8) method performs well in negative con-
trol scenario, while it performs poorly in positive control scenarios, 
leaving a large percentage of cells incorrectly unassigned (8). On the 
other hand, scmap-cell (8), a proposed complementary method to 
scmap-cluster (8), performs totally opposite to scmap-cluster. (iii) The 
threshold to assign query cell as unassigned is selected empirically, 
which makes most of the existing tools inefficient to identify novel 
cell types that are absent in the reference datasets.

In addition, in real single-cell assignment application scenario, 
we basically have no idea what the query cells look like. Therefore, 
an assignment method that performs well generalized in both posi-
tive control scenario and negative control scenario with robustness 
to various single-cell sequencing datasets and cell types is highly 
desired. Traditional strategies have failed to achieve well-generalized 
single-cell assignments for different tasks, mainly because the 
measurement/similarity used for cell type assignment is manually 
designed. Therefore, the performance is substantially influenced by 
the inherent heterogeneity and complexity of different single-cell 
sequencing datasets and different single-cell types (17–19). To this 
end, we present scLearn (https://github.com/bm2-lab/scLearn), a 
learning-based framework that automatically infers the quantitative 
measurement/similarity and threshold that can be used for different 
single-cell assignment tasks to obtain well-generalized performance 
on different single-cell types. The main contributions of scLearn are 
as follows: (i) scLearn is robust to different assignment tasks with a 
well-generalized assignment performance. (ii) scLearn is efficient in 
the identification of novel cell types that are absent in the reference 
datasets, and (iii) a multilabel single-cell assignment strategy is pro-
posed in scLearn to assign a single cell to proper time status and cell 
type simultaneously, proven to be effective for cell development and 
lineage analysis with additional temporal information (20, 21). We 
first evaluated scLearn among 30 publicly available benchmark 
datasets (table S1) (2, 22–39) and indicated that scLearn out-
performed the comparable existing methods for single-cell assignment 
from various aspects, demonstrating state-of-the-art effectiveness 
with a reliable single-cell type identification and categorizing ability. The 
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effectiveness of scLearn on multilabel single-cell assignment is further 
validated on publicly available datasets (20, 21), proven to be effective 
for single-cell data analysis with additional temporal information.

RESULTS
General pipeline of scLearn
scLearn is a learning-based framework designed to intuitively carry 
out a cell search by measuring the similarity between query cells and 
each reference cell cluster centroid using measurement and thresh-
olds learned from reference datasets, rather than manually designing 
the measurement/similarity or empirically selecting the threshold 
to determine unassigned cells. Basically, scLearn comprises three 
main steps (Fig. 1 and see Materials and Methods): data preprocessing, 
model learning, and cell assignment.

First, a routine normalization and quality control for single-cell 
RNA sequencing data is performed. scLearn removes the rare cell 
types whose cell numbers are less than 10 from the reference data-
sets. Then, scLearn performs feature selection. Previous works 
(8, 40) has indicated that M3Drop (40), which is based on a specific 
dropout rate, obtained a better performance than HVG (high variable 
gene) (16) method and random selection method in the single-cell 
assignment. Therefore, we use M3Drop as the feature selection 
method in scLearn.

Second, scLearn establishes a metric learning-based model to 
automatically learn the measurement used for cell assignment based 
on reference cells. In this model, the identification of query cell type 
is formulated as a single-label single-cell assignment. Discriminative 
component analysis (DCA) (41) is applied, and a transformation 
matrix that can be applied to formulate an optimal measurement 
that naturally fits the relationship between these samples is learned 
on the basis of the prior sample similarity or dissimilarity (see Ma-
terials and Methods). In addition, the assignment of query cell into 
proper time status and cell type simultaneously is formulated as a 
multilabel single-cell assignment. In this case, scLearn extended the 
DCA-based matrix transformation to a multilabel dimension reduc-
tion by maximizing the dependence between the original feature 
space and the associated labels [multilabel dimension reduction via 
dependence maximization (MDDM) (42)] (see Materials and Methods). 
For either case, the derived transformation matrix can be multiplied 
by the original reference data matrix and the query data matrix, re-
spectively, and the learned measurement can be obtained on the 
basis of the distance/similarity between the transformed data samples. 
For single-label single-cell assignment, bootstrapping sampling 
technology is also used in this step to reduce sampling imbalances 
and to obtain a stable learning-based model. Note that in the 
single-cell assignment, the accurate identification of novel cell types 
that are absent in the reference, i.e., assigning these cells as unassigned, 
is important, while the existing single-cell assignment strategies often 
fail in this task by adoption of an empirical threshold for unassigned 
cells, such as a Pearson correlation coefficient of 0.7 or cosine similarity 
of 0.5 (8), which should differ among distinct datasets with different 
cell types and annotations. For example, the thresholds of datasets 
with fine-grained annotation (deep annotation, i.e., cells are catego-
rized in a fine-grained manner) should be larger than those of data-
sets with coarse-grained annotation (shallow annotation, i.e., cells 
are categorized in a coarse-grained manner) because the cells in the 
former datasets are more similar than the cells in the latter datasets. 
Therefore, one threshold for all datasets and all cell types is not suit-

able. To this end, in this step, scLearn automatically learns the 
thresholds of each cell type in each dataset instead of specifying a 
priori thresholds (see “Model learning” in Fig. 1 and Materials and 
Methods). Last, according to the measurement and thresholds 
learned with the learning-based model, scLearn assigns the cell 
types of the query cells by comparison with the reference datasets 
(see Materials and Methods).

Evaluating the cell type assignment performance of scLearn 
with various test scenarios
To evaluate the cell type assignment performance of scLearn, which 
is formulated as a single-label single-cell assignment, we first vali-
dated the rationale of the designed framework of scLearn to ensure 
that it is inherently suitable for single-cell assignment. For illustra-
tion purposes, we used human pancreas cells [Baron_human (22)] 
as an example plot (Fig. 2). As shown in Fig. 2 (A to D), compared 
with the commonly used measurements in traditional studies (e.g., 
Pearson correlation coefficient), the measurements learned by scLearn 
are much more suitable for the data characteristics, making cells 
within the same class become more similar (referred to as “intra-
cluster compactness,” see Materials and Methods), while cells with 
different labels become more dissimilar [referred to as “intercluster 
complexity,” as described by Abdelaal et al. (15)]. We also tested 
another two example datasets with different protocols and tissues, 
i.e., mouse embryo stem cells (31) and mouse retina (figs. S1 and S2) 
(33). The ability of scLearn to maximize intracluster compactness 
and intercluster complexity is especially beneficial for single-cell 
assignment tasks. To further verify the universal performance of 
scLearn, we calculated the intracluster compactness and intercluster 
complexity of the clustering results with a manually designed Pearson 
correlation coefficient and the learned measurement from 30 previ-
ously published test datasets (Fig. 2, E and F, and tables S2 and S3).

Second, we benchmarked six traditional single-cell assignment 
strategies, including scmap-cluster (8), scmap-cell (8), scID (9), scPred 
(10), CHETAH (11), and SVMrejection (12). Note that SVMrejection is 
an SVM-based single-cell assignment model treating those un-
matched query cells to the reference as unassigned, which was also 
benchmarked in previous studies (8, 15). Abdelaal et al. (15) have 
proven that SVMrejection achieved a good assignment performance in 
the previous study. Therefore, although SVMrejection is not designed 
specifically for single-cell assignment, it is necessary to be included 
in our benchmark for a comprehensive comparison. Together, these 
methods are currently the main methods proposed for single-cell 
type assignment with unassigned option that do not require prior 
marker gene information. Garnett (43) and CellAssign (44) require 
prior maker gene information, and SingleR (13) and CellFishing.jl 
(14) do not offer the unassigned option for cell type identification; 
therefore, they are not comparable here (15). To be comprehensive 
and fair, we followed the similar benchmark strategies as those of 
scmap (8) tested in positive control scenario and negative control 
scenario and performed a series of comparisons between scLearn 
and the other six tools on a total of 30 previously published datasets. 
Note that SVMrejection is not specifically designed for single-cell as-
signment and does not have a specific feature selection strategy for 
the current application; therefore, to keep the comparison fair, we 
applied the same feature selection as that used in scLearn, and the 
threshold for SVMrejection was set to 0.7 as usual (8, 15), while all the 
other methods adopted their own default methods and parameters 
to determine unassigned cells.
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Test scenario 1: Positive control scenario
The test results of positive control scenario are shown in Fig. 3A 
and table S4. In the test of positive control scenario, we tested the 
commonly used pancreas benchmark datasets (table S1) (22–25), 
each of which was treated as the reference or query data, respectively, 
resulting in a total of 12 dataset pairs (permutation   A 4  2  = 12 ) . In 
addition, seven immune cell benchmark datasets (table S1) (39) 
were also tested, each of which was treated as the reference or query 
data, respectively, resulting in a total of 42 dataset pairs (permu-
tation   A 7  2  = 42 ). In this test scenario, we did not consider the case 

of negative control, so the reference was processed into cell types 
that cover the query cell types. Then, we calculate accuracy, i.e., the 
proportion of the correctly predicted cells among all the query cells, 
to evaluate the performance of all these methods. The larger accuracy 
indicates a better performance of the test method. As shown in 
Fig. 3A, scLearn obtained the best performance among others. In 
addition, we calculated the SD of all the performance obtained by 
each method, and scLearn achieved the lowest SD, further proving 
its robustness and stableness. In summary, in this test scenario, scLearn 
has obtained the best and the most stable performance among others.

Fig. 1. The scLearn workflow. scLearn comprises three steps: data preprocessing, model learning, and cell assignment. (i) In the first step, the main processes comprise 
routine normalization, cell quality control, rare cell type filtering, and feature selection; nGene, number of genes; nUMI, number of unique molecular identifiers; P-mitGene, 
percentage of mitochondrial genes; and G, cell group. (ii) In the second step, for single-label single-cell assignment, discriminative component analysis (DCA) is applied 
to learn the transformation matrix. For multilabel single-cell assignment, MDDM (multilabel dimension reduction via dependence maximization) is applied to learn the 
transformation matrix. Then, with the learned transformation matrix, the transformed reference cell samples are obtained for the following assignment. The thresholds 
for labeling a cell as unassigned for each cell type are also automatically learned. LTM, learned transformation matrix, which can be calculated as the optimal transformation 
matrix for single-label single-cell assignment or by Eq. 6 for multilabel single-cell assignment, respectively (see Materials and Methods); TRCM, transformed reference cell 
matrix, which can be calculated using Eq. 1 (see Materials and Methods). (iii) In the third step, the transformed query cell samples are obtained on the basis of LTM with 
an available optional cell quality control procedure. The transformed query samples are compared against the TRCM to derive the measurement fulfilling the cell-type 
assignment with the rejection task. TQCM, transformed query cell matrix, which can be calculated using Eq. 2 (see Materials and Methods).
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Test scenario 2: Negative control scenario
Although challenging, it is necessary to incorporate an unassigned 
option in single-cell assignments, which is important in the discov-
ery of novel cell types. In this test scenario (Fig. 3B), the reference 

cells and the query cells are completely different, and they belong to 
different cell types. We use unassigned rate i.e., the proportion of 
the predicted unassigned cells among all query cells, to evaluate the 
performance of these methods. A higher unassigned rate indicates a 
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Fig. 2. Comparison of the clustering results before and after transforming with scLearn. (A) The visualization of clustering results by UMAP (uniform manifold ap-
proximation and projection) before DCA-based transforming for the Baron_human (human pancreas) dataset. (B) The visualization of clustering results by UMAP after 
DCA-based transforming for the Baron_human (human pancreas) dataset. (C) Similarity heatmap calculated with the Pearson correlation coefficient before transforming 
for the Baron_human (human pancreas) dataset. (D) Similarity heatmap calculated with the Pearson correlation coefficient after transforming for the Baron_human (hu-
man pancreas) dataset. (E) Comparison of the intercluster complexity before and after DCA-based transforming by scLearn with all 30 datasets listed in table S1. For 
datasets with multiple levels of cell type, we used the most fine-grained cell types. (F) Comparison of the intracluster compactness before and after DCA-based transform-
ing by scLearn with all 30 datasets listed in table S1. For datasets with multiple levels of cell type, we used the most fine-grained cell types.
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better performance. In this study, 16 dataset pairs that were previ-
ously used in scmap (8) were tested (table S5). As shown in Fig. 3B, 
most of the six traditional tools performed poorly in this evaluation. 
For example, SVMrejection had an unassigned rate that was below 0.5, 
and scID (9) even obtained the worst unassigned rate of 0.134. Only 
scLearn and scmap-cluster performed well, and scLearn achieved 
the most robust and stable results, as indicated by the lowest SD of 
the performance compared with others. In summary, in the test of 
negative control scenario, scLearn still obtained a well-generalized 
performance among others. Note that the datasets used in positive 
control and negative control scenarios are generated from different 
protocols. For example, the four pancreas datasets are generated 
from four different protocols, and the seven peripheral blood mono-
nuclear cell datasets are generated from seven different protocols 
(see table S1), further proving the robustness of scLearn to different 
protocols and sequencing platforms.

To further explain the superiority of scLearn, we made a com-
prehensive comparison by integrating the results of both the two 

test scenarios (positive control scenario and negative control scenario) 
(table S6). As shown in Fig. 3C, existing methods are often biased 
toward one specific test scenario. For example, SVMrejection obtained 
quite good performance in the positive control scenario, while it 
performed poorly in the negative control scenario, which is also re-
ported in the previous study (8). On the other hand, scmap-cluster 
performed well in the negative control scenario, while it performed 
poorly in the positive control scenario. CHETAH achieved relatively 
good performance in both two scenarios. scLearn, however, achieved 
the best and well-generalized performance in both positive control 
and negative control scenarios.
Test scenario 3: Real application scenario evaluation
In the former test scenarios, scLearn achieved the best cell assign-
ment performance with various testing cases, indicating its suitability 
for real application scenarios, in which we have basically no idea 
how the query cells look and the types of assignment tasks the query 
cells face. To further prove the superiority of scLearn, we simulated 
a real application scenario in this test. We believe that in the real 
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application scenario, the most likely situation is that some of the 
query cell types are in the reference (positive controls), while the 
others are not (negative controls). The former needs to be accurately 
assigned with correct labels as many as possible, while the latter should 
be labeled as unassigned as completely as possible. In other words, 
effective cell assignment is expected to achieve a well-generalized 
performance on both the positive controls and negative controls, 
which will benefit categorizing known cell types and discover novel 
cell types simultaneously.

For the real application scenario (Fig. 4, A to C, and tables S7 
and S8), we retained seven common pancreas cell types within the 
Muraro dataset (23) and Baron dataset (22) as a complete pancreas 
cell reference. Then, the whole cells in the Baron dataset were used 
as query cells. For the Baron dataset, besides the above seven com-
mon pancreas cell types (positive control), it contained additional 
seven cell types including “activated stellate cells,” “epsilon cells,” 
“macrophage cells,” “mast cells,” “quiescent stellate cells,” “Schwann 
cells,” and “T cells.” These additional cell types were absent in the 
reference, and they are treated as negative control cell types, which 
should be predicted as unassigned (negative control). As shown in 

Fig. 4A and table S7, for the common pancreas cell types, scLearn 
assigned them correctly with small unassigned rates. For additional 
cell types, scLearn assigned them with high unassigned rates, while 
most of the other existing methods failed to keep a balance between 
these two cases (Fig. 4B). As shown in Fig. 4C and table S8, the 
calculation of the accuracy (the proportion of correctly assigned cells 
among the common pancreas cell types) and the specificity (the pro-
portion of correctly predicted unassigned cells among all predict-
ed unassigned cells) further indicated that scLearn obtained the 
best performance in both measures, proving its well-generalized 
performance to categorize known cell types and discover novel 
cell types.

Extending scLearn to multilabel single-cell assignment
Temporal information is also essential for single-cell data analysis 
in certain application scenarios, especially for cell development and 
lineage analysis (20, 21). In such cases, individual cell commonly 
requires temporal annotations besides cell type categorization. 
Every cell can be labeled in two aspects, i.e., cell type and time point. 
Therefore, assigning or labeling single cells with proper time status 
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performance heatmaps of confusion matrix for the other six methods, including SVMrejection, scID, CHETAH, scmap_cell, scPred, and scmap_cluster, with normalization for 
each row (Orign labels). The poor prediction results are outlined in the red box. (C) The comprehensive comparison by considering accuracy and specificity simultaneously. 
The specificity is defined as the proportion of correctly predicted unassigned cells among all predicted unassigned cells.
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during the development besides categorizing the cell type is highly 
desired. This problem can be formulated as a multilabel single-cell 
assignment task. Basically, it can be addressed through the follow-
ing two strategies, i.e., assigning the query cell to individual label 
type separately (separate assignment) or assigning the query cell 
with a synthetic label space by combining the two label type into 
one fine-grained label space (fine-grained assignment). In our study, 
the later one can be explained as combining the original two label 
spaces <time point>, <cell type> into one fine-grained label space 
<time point, cell type>. For separate assignment, we performed the 
traditional single-cell assignment for each type of labels and then 
combined the results for performance evaluation. For fine-grained 
assignment, we first combined the two separate types of labels into 

one fine-grained label and then performed the traditional single-cell 
assignment for performance evaluation. Nevertheless, in single-cell 
data analysis, different label types are often related to each other. 
For example, in the process of cell development, specific cell types 
are often enriched in certain time phasing (20). Therefore, for multi-
label single-cell assignment, it is important and necessary to incor-
porate label relationship information between different label types 
to boost the assignment performance. In our study, we extend 
scLearn to a multilabel single-cell assignment paradigm by applying 
a multilabel dimension reduction–based matrix transformation via 
maximizing the dependence between the original feature space and 
the associated labels [MDDM (42)], which also considers the cor-
relations between labels (see Materials and Methods).

A

C

B

Fig. 5. Comparison of DCA-based scLearn and MDDM-based scLearn for multilabel single-cell assignment. (A) Geometric intuition for DCA-based learning and 
MDDM-based learning. (B) Visualization of clustering results by UMAP before and after MDDM-based transforming for the ESC (embryonic stem cells) dataset. (C) The 
micro_F1 of DCA-based scLearn and MDDM-based scLearn under two strategies for three multilabel datasets were presented. mEM, mouse embryo ventral midbrain 
cells; hPFC, human prefrontal cortex cells.
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To verify the superiority of MDDM-based scLearn on multilabel 
single-cell assignment, we first validated the rationale of the MDDM- 
based scLearn by comparing the MDDM-based learning and DCA-
based learning with a geometric intuition (Fig. 5A). As shown in 
Fig. 5A, the main advantage of MDDM-based learning is the utili-
zation of the relationship of multilabels, so it can separate cell type 
and time state simultaneously. Then, we also made a visualization 
of clustering results by uniform manifold approximation and pro-
jection (UMAP) before and after MDDM-based transforming for 
ESC (embryonic stem cell) (Fig. 5B) (20). As shown in Fig. 5B, the 
clustering of the real dataset ESC visually proved this advantage. 
We further compared MDDM-based scLearn with DCA-based 
scLearn in the following two strategies, i.e., separate assignment and 
fine-grained assignment on three single-cell RNA sequencing datasets 
with temporal and cell type information simultaneously (Fig. 5C 
and table S9) (20, 21). The three multilabel datasets are ESC (20), 
mouse embryo ventral midbrain cells (mEM) (20), and human pre-
frontal cortex cells (hPFC; for details, see Materials and Methods) 
(21). We performed the comparisons with self-projection (8), i.e., 
70% cells were randomly selected to train the model, and the re-
maining 30% cells were used for testing 10 times. The results were 
evaluated with micro_F1 (42), which is designed specifically for 
multilabel tasks by calculation of the traditional F1 measurement 
on the predictions of different labels as a combined one (see Materials 
and Methods). The higher the micro_F1, the better the performance. 
As seen in Fig. 5, for multilabel single-cell assignment, MDDM-based 
scLearn performed much better than DCA-based scLearn with a 
higher micro_F1 on each strategy, respectively. Overall, MDDM 
with fine-grained assignment is recommended for multilabel single- 
cell assignment compared with the others.

DISCUSSION
Here, we present a novel learning-based framework, scLearn, for 
single-cell assignment, in which the measurement and thresholds to 
determine unassigned cells are both learned from reference datasets 
instead of a priori empirical settings. We demonstrated the superiority 
and robustness of scLearn by performing three main evaluations 
with comparisons to other mainstream cell assignment methods on 
a total of 30 previously published datasets. Together, scLearn is 
proven to achieve a well-generalized and robust performance in 
both positive control scenario and negative control scenario. More-
over, we presented a multilabel single-cell assignment paradigm to 
extend scLearn to assign a single cell to proper time status and cell 
type simultaneously. The effectiveness of scLearn on such multila-
bel single-cell assignment is validated on publicly available datasets 
as well, proven to be effective for single-cell development and 
lineage analysis with additional temporal information.

The whole pretrained models for all 30 datasets and for a com-
prehensive reference single-cell atlas of 20 mouse organs (2) are also 
built in scLearn (table S10), including commonly used brain cells, 
immune cells, pancreas cells, embryo stem cells, retina cells, lung 
cancer cell lines, and all 20 mouse organs with coarse-grained and 
fine-grained annotation, which can be directly used and can be 
beneficial for the related single-cell categorizing used by researchers.

In summary, single-cell assignment is difficult and more challeng-
ing when applied to real-world scenarios. Although several methods 
have been presented, most only perform well on a specific test 
scenario and fail to achieve a well-generalized performance. In real 

application scenarios, we often need to consider how to label cells as 
unassigned if their cell types are absent in the reference dataset 
while, at the same time, assigning known cell types correctly. Facing 
these challenges, scLearn provides great improvements and contri-
butions to solve these issues by achieving a well-generalized and 
robust single-cell type identification and categorizing ability.

The temporal information is also important for many single-cell 
studies such as cell development and lineage analysis (20, 21). 
Therefore, an efficient multilabel single-cell assignment is highly 
desired. The multilabel single-cell assignment paradigm presented 
in scLearn serves as a novel contribution to single-cell data analysis 
community. This paradigm is not restricted to two labels, and it is 
extendable to multiple labels. Such paradigm is expected to be 
beneficial for efficient investigation of the tempo-spatial characteris-
tics of single-cell data by considering the tempo-spatial correlations 
among the cell microenvironment.

Note that although scLearn has greatly improved the performance 
of the negative control scenario while simultaneously maintaining a 
balance of good performance for positive controls, the problem of 
determining unassigned cells, which is the essential step for discov-
ering novel cell subtypes, requires further improvement. In addi-
tion, for rare cell types whose cell number is less than 10, most of the 
single-cell assignment methods, including the current version of 
scLearn, are not satisfactory. In the current study, these cell types 
were excluded because they contain limited information and are 
unreliable for subsequent assignment. Therefore, efficient cell as-
signment and detection of rare cell types remain future challenges 
(7, 45, 46).

MATERIALS AND METHODS
Single-cell type assignment benchmark datasets tested 
for scLearn
The 30 single-cell type assignment benchmark datasets were curated 
from two parts: One was collected in previous work of scmap (8) 
(https://hemberg-lab.github.io/scRNA.seq.datasets), and the other 
one was curated from the following benchmark study (15) (https://
doi.org/10.5281/zenodo.3357167). These datasets were converted 
into Bioconductor SingleCellExperiment (http://bioconductor.org/
packages/SingleCellExperiment) class objects. Different datasets were 
used in different evaluation scenarios, and they are listed in table S1.

Data preprocessing
The first step of scLearn is data preprocessing, which mainly con-
sists of three parts: cell quality control, rare cell type filtering, and 
feature selection. The quality of the reference datasets is important 
and must be reliable; thus, scLearn evaluates cell quality based on 
strict criteria following three considerations: the number of genes 
detected (default, >500), the number of unique molecular identifiers 
induced (default, >1500), and the percentage of mitochondrial genes 
detected (default, <10% among all genes). Only cells satisfying all 
three criteria are retained to formulate the reference data. All data-
sets were scaled to 10,000 and normalized with log(counts + 1). 
Next, scLearn removed rare cell types whose cell number is less than 10 
because such cell types are less informative and unreliable for sub-
sequent assignment. Last, to select informative features, we applied 
M3Drop (40), which was proven to be more suitable than HVG 
(16, 40) and random selection method for single-cell assignment 
with a default threshold of 0.05. The features were only selected 

https://hemberg-lab.github.io/scRNA.seq.datasets
https://doi.org/10.5281/zenodo.3357167
https://doi.org/10.5281/zenodo.3357167
http://bioconductor.org/packages/SingleCellExperiment
http://bioconductor.org/packages/SingleCellExperiment
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from the reference datasets, and those absent in the query dataset 
were all supplemented with zeros.

Model learning for single-cell type assignment
scLearn formulates a metric learning-based framework in which the 
measurement for cell type assignment is learned from the reference 
data instead of empirical settings such as traditional Euclidean dis-
tance, Pearson correlation coefficient, cosine similarity, Spearman 
correlation coefficient, etc. Specifically, scLearn first randomly 
selects some cell samples from each reference class with similar or 
dissimilar information constraints. Then, with DCA (41), a trans-
formation matrix that leads to an optimal measurement that naturally 
fits the relationship between these samples is learned according to 
the similarity or dissimilarity of prior samples.

Specifically, the idea of DCA is to learn the optimal transforma-
tion matrix A that leads to the optimal distance measurement by 
both maximizing the total variance between the discriminative data 
chunklets and minimizing the total variance of data instances in the 
same chunklets, in which the chunklets can be formed by the posi-
tive constraints (similar).

When the optimal transformation matrix A is solved, the trans-
formed reference cell matrix (TRCM) and transformed query cell 
matrix (TQCM) can be calculated as follows

  TRCM =  R  selected features   A  (1)

  TQCM =  Q  selected features   A  (2)

where Rselected features is the reference expression matrix with selected 
features, and Qselected features is the query expression matrix with 
selected features. A is the optimal transformation matrix. Last, the 
single-cell type assignment can be fulfilled by calculating the dis-
tance/similarity between the samples in TRCM against the refer-
ence TQCM. In our study, we adopted Pearson correlation after 
transforming to calculate the similarity throughout the study, while 
other measurements, such as cosine and Spearman, were also tested. 
In general, scLearn is robust to different measurements adopted 
here (fig. S3). This measurement can be treated as the newly learned 
measurement from the reference data rather than empirically 
selected. Note that in this step, scLearn obtains a stable optimal dis-
tance measurement by bootstrapping 10 times to reduce sampling 
imbalances.

Learning the thresholds to determine unassigned cells
One threshold is not suitable for all cell types and datasets. There-
fore, scLearn also learns the thresholds for each cell type in each data-
set instead of empirically specifying a prior threshold. Specifically, 
for each cell type of the reference dataset, with a learned TRCM 
(calculated using Eq. 1), scLearn calculates the cluster centroid, and 
then the similarities between the cluster centroid and each cell are 
calculated using the Pearson correlation coefficient. In other words, 
for each cell type, scLearn obtains its similarity distribution with the 
learned measurement. Last, scLearn automatically selects the value 
of the last 1% among the distribution as a threshold for each cell 
type. The robustness of such cutoff is also tested, as shown in fig. S4.

Query cell assignment
With the learned transformation matrix and thresholds, query cells 
can be assigned to the reference data. Intuitively, scLearn carries out 

a search by measuring the similarity between query cells and each 
reference cluster centroid with the learned measurement and thresh-
olds. First, for the query data, cell quality control is optional for 
users, and the query data were scaled to 10,000 and normalized with 
log(counts + 1). Then, the TQCM is obtained using Eq. 2. The sim-
ilarities between each transformed query cell and the transformed 
reference cluster centroid are calculated with the Pearson correla-
tion coefficient. Last, the calculated similarity values are compared 
to corresponding learned thresholds for each reference cell type. If 
there is no similarity value larger than its corresponding threshold, 
then the query cell is labeled unassigned. If there is only one similar-
ity value larger than its corresponding threshold, then the query cell 
belongs to the corresponding cell type with no ambiguity. If there is 
more than one similarity value larger than their respective corre-
sponding thresholds, then (i) if the difference between the largest 
similarity value does not exceed 0.05, we consider that this assign-
ment is ambiguous and this query cell is also labeled unassigned 
because the two values are too similar, and (ii) if the difference between 
the two largest similarity values exceeds 0.05, this query cell is labeled 
as the corresponding cell type with the largest similarity value.

Intracluster compactness and intercluster complexity
To evaluate the performance of scLearn, we first validated the ability 
of scLearn for well-generalized single-cell assignment. We defined 
the intracluster compactness (Eq. 3) and the intercluster complexity 
[Eq. 4 as described by Abdelaal et al. (15)] to quantitatively indicate 
the reference data distribution.

Intracluster compactness represents the degree of intraclass sim-
ilarity for each cell type in the dataset. The higher the compactness, 
the greater the intraclass similarity of the cell types in the dataset, and 
the easier it is to assign query cells. Intuitively, for a dataset, intra-
cluster compactness is the mean of the similarities to the average ex-
pression of selected genes for each cell type in the dataset

   Compactness =   1 ─ n     i=1  n   (     1 ─  m  i       j=1   m  i    corr( avg  i  ,  value  ij   )  )     (3)

where n is the cell type number, mi is the cell number of the i-th cell 
type, corr() is the calculated Pearson correlation coefficient, avgi is 
the average expression of selected genes for the i-th cell type, and 
valueij is the j-th cell expression in the i-th cell type.

Intercluster complexity was previously defined by Abdelaal et al. 
(15), as calculated in Eq. 4, and used to represent the degree of in-
terclass similarity for each cell type in the dataset

  Complexity =   i=1,j=1  n    max  
∀i,ⅈ≠j

     corr  
∀i,ⅈ≠j

   ( avg  i  ,  avg  j  )  (4)

where n is the cell type number, avgi and avgj are the average expres-
sion of selected genes for the i-th and j-th cell type, respectively, and 
corr() is the calculated Pearson correlation coefficient.

Here, we used selected genes instead of all of the genes to make 
the equation more informative. In general, for a dataset, the higher 
the intercluster compactness and the lower the intercluster com-
plexity, the easier it is to obtain a good assignment performance on 
the dataset.

The evaluation criteria for single-cell type assignment
The benchmark performance in different test scenarios is evaluated 
with the following metrics. (i) For positive control scenario, we 
adopted accuracy, i.e., the proportion of correctly assigned cells 
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among all query cells. A higher accuracy indicates a better perform-
ance. (ii) For negative control scenario, because the reference cells 
and the query cells are completely different, only unassigned rate is 
applied to evaluate the performance. The unassigned rate is calcu-
lated as the proportion of predicted unassigned cells. A higher 
unassigned rate indicates a better performance. (iii) For real applica-
tion scenario, the performance in positive controls is evaluated with 
accuracy, i.e., the proportion of correctly assigned cells among the 
known cell types. The performance in negative controls is evaluated 
with unassigned rate, i.e., the proportion of correctly predicted un-
assigned cells among all predicted unassigned cells. A comprehensive 
evaluation by considering these two measurements simultaneously 
is needed in real application scenario.

Benchmarking against existing methods
To demonstrate the superiority of scLearn, we benchmarked six 
mainstream single-cell assignment strategies, i.e., scmap-cluster (8), 
scmap-cell (8), scID (9), scPred (10), CHETAH (11), and SVMrejection 
(12). Garnett (43) and CellAssign (44), which require prior maker 
gene information, and SingleR (13) and CellFishing.jl (14), which 
do not offer the unassigned option for cell type identification, there-
fore are not comparable here (15). We performed all these methods 
with the same cell quality control and their default parameters and 
feature selection methods, except for SVMrejection, due to the lack of 
explicit description of its feature selection procedure. For SVMrejection, 
a similar M3Drop (40) feature selection as that of scLearn was 
adopted for a fair comparison, and the threshold to determine un-
assigned cells of SVMrejection was set to 0.7 as for the others.

Extending scLearn for multilabel single-cell assignment
For multilabel single-cell assignment, scLearn learns the transfor-
mation matrix by MDDM (42) instead of DCA (41). In this frame-
work. MDDM attempts to obtain an optimal transformation matrix 
that can project the original data into a lower-dimensional feature 
space by maximizing the dependence between the original feature 
space and the associated class labels and considering the correlations 
between labels.

Briefly, MDDM comprises three steps: (i) calculating the rela-
tionship between different labels, (ii) maximizing the dependence 
between the feature description and the class labels, and (iii) obtain-
ing the optimal transformation matrix. For convenience, let XD × N 
denote the feature matrix, where D is the number of features and N 
is the number of samples. There is a label set , which includes M 
labels. The proper labels associated with a sample x constitute a subset 
of , which can be represented as an M-dimensional binary vector 
y, with 1 indicating that the sample has the corresponding label and 
0 otherwise, and then, YM × N is denoted as the label matrix.

First, MDDM calculates the relationship between different labels 
by constructing the label kernel matrix L, which can be calculated as 
follows

  L =  Y   T  Y  (5)

where yi and yj represent binary label vector of the i-th and j-th sample, 
respectively.

Then, MDDM tries to maximize the dependence between the 
feature description and the class labels by applying the Hilbert- 
Schmidt independence criterion (47) as a measurement of the 
dependence in the optimization (6) as

    

⎧

 
⎪

 ⎨ 
⎪

 

⎩

   

 max  p    p   T (XHLH  X   T  ) p

   s . t .  p   T  p = 1   

H = I −   1 ─ N   e  e   T 

     (6)

where e is an all-one column vector.
The solution to Eq. 6 resulted in the calculation of the eigenvalues 

 and eigenvectors p of the matrix XHLHXT. Last, MDDM chooses 
the first d eigenvectors that enable    i=1  d      i   ≥ thr × (  i=1  D      i  )  to con-
struct the optimal transformation matrix AD × d. The thr is between 
0 and 1, and the default is set to 99.9% (42).

Benchmark datasets for multilabel single-cell assignment
To verify the superiority of MDDM-based scLearn on multilabel 
single-cell assignment, three multilabel datasets were curated and 
tested, i.e., ESC (20), mEM (20), and hPFC (21). The ESC dataset 
covers different stages of differentiation toward Th+ neurons with a 
total of 17 cell types and four time points. The mEM dataset covers 
six developmental stages between embryonic days 11.5 to 18.5 with 
a total of 26 cell types and six time points. The hPFC dataset covers 
the developmental stages of gestational weeks 8 to 26 with a total of 
six cell types and nine time points.

The evaluation criteria for multilabel single-cell assignment
Multilabel single-cell assignment requires suitable evaluation crite-
ria compared with traditional single-label single-cell assignment. 
Here, we used micro-F1 (42) in our study for multilabel single-cell 
assignment evaluation. Intuitively, micro-F1 is calculated by aver-
aging the precision and recall of the prediction results. In our 
multilabel assignment, first we combined the original different label 
spaces into a fine-grained one and calculated the precision and 
recall for each fine-grained label. Then, we calculated the averaged 
precision and averaged recall. Last, we obtained micro-F1 following 
its routine definition, as listed below

  micro − F1 =   
2 *  Precision  average   *  Recall  average     ──────────────────    Precision  average   +  Recall  average  

    (7)

Specifically, two distinct multilabel single-cell assignment strat-
egies exist, i.e., separate assignment and fine-grained assignment, 
while the evaluation of these two strategies can be treated the same 
way by combining the original different label spaces into a fine-
grained one for the following evaluations. In this case, a combined 
predicted label is correct only when all types of labels in this combi-
nation are correct. As for the determination of unassigned cells, a 
combined predicted label is unassigned when any type of label in 
this combination is unassigned.

Reference databases built in scLearn
To facilitate a broad application of scLearn for single-cell assign-
ment, we not only provide the R package of scLearn but also present 
the pretrained models for the 30 datasets tested in our study, as well 
as for a comprehensive mouse single-cell RNA sequencing atlas in-
cluding 20 mouse organs (2) for the direct utilization (table S10).

These reference datasets comprehensively cover commonly used 
cell type annotations, including brain cells, immune cells, pancreas 
cells, embryo stem cells, retina cells, lung cancer cell lines, and the 
whole 20 mouse organs with coarse-grained and fine-grained anno-
tation. They can be directly and successfully applied to the related 
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single-cell assignment by researchers. The R package and the pre-
trained assignment models can be downloaded from the GitHub 
website (https://github.com/bm2-lab/scLearn).

SUPPLEMENTARY MATERIAL
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/44/eabd0855/DC1

View/request a protocol for this paper from Bio-protocol.
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