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Background: To investigate the feasibility of integrating global radiomics and local deep features based on 
multi-modal magnetic resonance imaging (MRI) for developing a noninvasive glioma grading model.
Methods: In this study, 567 patients [211 patients with glioblastomas (GBMs) and 356 patients with low-
grade gliomas (LGGs)] between May 2006 and September 2018, were enrolled and divided into training 
(n=186), validation (n=47), and testing cohorts (n=334), respectively. All patients underwent postcontrast 
enhanced T1-weighted and T2 fluid-attenuated inversion recovery MRI scanning. Radiomics and deep 
features (trained by 8,510 3D patches) were extracted to quantify the global and local information of gliomas, 
respectively. A kernel fusion-based support vector machine (SVM) classifier was used to integrate these 
multi-modal features for grading gliomas. The performance of the grading model was assessed using the area 
under receiver operating curve (AUC), sensitivity, specificity, Delong test, and t-test.
Results: The AUC, sensitivity, and specificity of the model based on combination of radiomics and deep 
features were 0.94 [95% confidence interval (CI): 0.85, 0.99], 86% (95% CI: 64%, 97%), and 92% (95% CI: 
75%, 99%), respectively, for the validation cohort; and 0.88 (95% CI: 0.84, 0.91), 88% (95% CI: 80%, 93%), 
and 81% (95% CI: 76%, 86%), respectively, for the independent testing cohort from a local hospital. The 
developed model outperformed the models based only on either radiomics or deep features (Delong test, 
both of P<0.001), and was also comparable to the clinical radiologists.
Conclusions: This study demonstrated the feasibility of integrating multi-modal MRI radiomics and deep 
features to develop a promising noninvasive grading model for gliomas.
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Introduction

Gliomas are the most common tumors of the central 
nervous system, accounting for 80% of all malignant tumors 
in the brain (1). In accordance with the World Health 

Organization criteria, gliomas are categorized into low-

grade gliomas (LGGs) and glioblastomas (GBMs) in terms 

of histopathological findings (2,3). Preoperative glioma 

grading is important and meaningful for treatment decision 
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and prognosis analysis (3-5). Histopathological diagnosis 
after the biopsy is the golden standard for glioma grading. 
However, its invasiveness may introduce discomfort to the 
patients (6-8). Accordingly, an accurate and noninvasive 
model is helpful for the preoperative grading of gliomas. 

Radiomics provides an efficient and feasible analysis 
for constructing a noninvasive model based on high-
throughput feature extraction. It has been used in various 
clinical tasks, such as disease detection, diagnosis, and 
prognosis analysis (9-11). Several studies have developed 
radiomics models for grading gliomas by extracting global 
radiomics features from entire regions of interest (ROIs) or 
volumes of interest (VOIs) on magnetic resonance imaging 
(MRI) sequences, such as contrast enhanced T1-weighted 
(T1ce) and T2 fluid-attenuated inversion recovery (T2 
FLAIR) (12-14). However, these global radiomics features 
may lose local and glioma-specific information. Currently, 
deep learning-based methods have shown promising 
performance in medical image analysis (15-17) and have 
also been used for glioma grading (18,19). The advantage of 
deep learning-based approaches is that they can learn deep 
features automatically, instead of extracting hand-crafted 
radiomics features (20-22). To generate sufficient data for 
model training, many deep learning-based methods have 
utilized a patch-based strategy for glioma grading (23-25). 
Compared with the “global” radiomics features extracted 
from whole VOIs, the deep features extracted from patches 
can be regarded as the “local” features of the VOIs. 
Naturally, it raises the idea that whether the combination of 
“local” and “global” features in the glioma grading model 
will outperform the models based on individual “local” or 
“global” features.

In this work, we aimed to investigate the feasibility of 
integrating global radiomics and local deep features based 
on multi-modal MR images for developing a noninvasive 
glioma grading model. First, radiomics and deep features 
were extracted to quantify the global and local information 
of gliomas, respectively. Then, a kernel fusion-based 
support vector machine (SVM) classifier was used to 
integrate these multi-modal features for grading gliomas. 
The performance of the grading model was assessed using 
the area under receiver operating curve (AUC), sensitivity, 
specificity, Delong test, and t-test. The results showed that 
our proposed model outperformed the models based only on 
either radiomics or deep features, and was also comparable to 
the clinical radiologists. We present the following article in 
accordance with the TRIPOD reporting checklist (available 
at http://dx.doi.org/10.21037/atm-20-4076).

Methods

Patient cohorts

This retrospective study was conducted in accordance with 
the Declaration of Helsinki (as revised in 2013). The study 
was approved by the Institutional Review Board of Nanfang 
Hospital (Guangzhou, Guangdong, China; ID: NFEC-
2020-251) and individual consent for this retrospective 
study was waived. Two datasets were collected in this study: 
an open dataset from The Cancer Imaging Archive, TCIA 
(http://www.cancerimagingarchive.net/) and the other from 
a local hospital. Totally, 567 patients with gliomas recorded 
from May 2006 to September 2018 were enrolled.

The open dataset consisted of 233 patients, including 
106 patients with GBMs and 127 patients with LGGs. We 
randomly and equiprobably divided the dataset into the 
training cohort (n=186) and the validation cohort (n=47) 
with the ratio of 4:1, to train and select the parameters of 
model, respectively. For evaluating the developed model, an 
independent cohort from Nanfang Hospital was recruited as 
the external testing cohort, which comprised 334 patients, 
including 105 patients with GBMs and 229 patients with 
LGGs. All patients were pathologically confirmed as 
gliomas. The inclusion criteria were as follows: preoperative 
MR image data; available T2 FLAIR and T1ce images; high 
image quality without significant head motion or artifacts; 
and available histological grading information.

MRI acquisition and VOI segmentation

All patients underwent multi-institutional routine clinically 
preoperative MRI scanning, including T1ce and T2 FLAIR. 
For the TCIA cohort, images were acquired by using the 
magnetic field of 1.5T and 3T MRI systems from multiple 
institutions. Imaging parameters were as follows: repetition 
time and echo time, 5–11,000 and 0–155 msec, respectively; 
slice thickness, 2.5–6 mm; percentage phase field of view, 
70–100%; flip angle, 90° or 150°; matrix size, 256×256 or 
512×512. 

For the independent testing cohort, MR images 
were acquired from one of three MR scanners: a 1.5T 
MR scanner (Achieva, Philips Healthcare, Best, The 
Netherlands), with a repetition time of 214 msec, echo 
time of 4.6 msec, slice thickness of 6 mm, flip angle of 
80°, percentage phase field of view of 82%, and matrix 
of 512×512; a 3T MR scanner (Signa, GE Healthcare, 
Milwaukee, Wis, USA), with a repetition time of 600 msec, 
echo time of 17 msec, slice thickness of 5 mm, flip angle of 
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90°, percentage phase field of view of 75%, and matrix of 
256×256; a 1.5T MR scanner (Avanto, Siemens Healthcare, 
Erlangen, Germany) with a repetition time of 663 msec, 
echo time of 17 msec, slice thickness of 5 mm, flip angle of 
90°, percentage phase field of view of 100%, and matrix of 
512×512. 

The VOIs (including the whole glioma, peritumoral 
edema, and necrotic regions) were manually delineated on 
T2 FLAIR images by using ITK-SNAP 3.6 (ITK-SNAP 
3.x Team, www.itksnap.org) by a radiologist with 10 years 
of experience. The contours of VOIs were copied to T1ce 
images that were aligned with T2 FLAIR images via rigid 
registration (Figure 1A).

Extraction of global radiomics features

As shown in Figure 1B, radiomics features were extracted 
based on entire VOIs, including non-texture and texture 
features (26). Non-texture features included the size, 
solidity, volume, and eccentricity of VOIs. Since different 
scan parameters and irrelevant information in the images 
would influence the texture feature extraction, several image 
preprocessing operators were performed to normalize all 
MR images, including wavelet band-pass filtering [weighted 
ratio: (1/2, 2/3, 1, 3/2, 2)], isotropic resampling [resampling 
size: (in-pR, 1, 2, 3, 4, and 5)], and gray level quantization 
{algorithm: (Equal, Lloyd); number of gray level: [8, 16, 32, 
64]} (26) (see details in Appendix 1). Then the first-order 
(global), second-order (gray-level co-occurrence matrix), 
and high-order (gray-level run-length matrix, gray-level 
zone size matrix, and neighborhood gray-tone difference 
matrix) features were extracted. 

Extraction of local deep features

We developed a convolutional neural network (CNN) 
model to extract deep features and used the pathologically 
confirmed grade as a reference standard (Figure 1C). The 
input of the CNN was non-overlapping 3D patches with 
a size of 24×24×24. Since gliomas are of various sizes, the 
choice of 24×24×24 is to ensure that the relatively small 
gliomas can also generate sufficient patches to train the 
network. Data augmentation was performed by image 
random rotation, translation, and zooming. Finally, a total 
of 9,940 3D patches were extracted from the TCIA cohort, 
in which 8,510 and 1,430 patches were extracted in training 
and validation cohorts, respectively. The designed CNN 
structure contained three convolutional blocks and each 

of the first two blocks was followed by an average pooling 
layer (see details in Figure S1). For each convolutional layer, 
kernel size was chosen as 2×2×2 with a stride of 1 and a 
padding size of 1, which could capture highly relevant edge 
information and involve detailed local textures. The kernel 
number of convolutional layers in three convolutional 
blocks were set to 32, 64, and 64, respectively. To prevent 
overfitting, a dropout operator with a rate of 0.2 or 0.3 was 
plugged into the 2×2×2 average pooling layer and the last 
convolutional layer. The crucial parameters of the CNN 
structure were experimentally tuned by internal validation 
cohort and will be discussed later. At the end of the network, 
two fully connected layers with a sigmoid activation 
function were used to grade gliomas. In the training step, 
the network was optimized using RMSprop optimizer (27) 
and the weights and bias were updated by the minimal batch 
which contained 16 patches. A predefined number of epochs 
was 250, and the training would been stopped when the 
network showed no significant performance improvement 
on the internal validation cohort. The learning rate was 
experimentally set to 0.00001.

For deep feature extraction, the feature maps output 
by the last convolutional layer was reshaped to a vector as 
a deep feature vector. Consequently, the proposed CNN 
could extract a feature vector for each patch. In clinical 
application, the objects of study were patients rather than 
patches. Meanwhile, the patches from the same patient 
might be classified by the network into different categories 
and confuse decision-making. To overcome this problem, 
we employed an average pooling strategy (28) to integrate 
the deep features of patches sampled from the same patient. 
This average pooling performed an average operation on 
each corresponding element in the feature vectors of all 
patches from the same patient, and obtained a final deep 
feature vector for each patient. 

Feature reduction

To reduce redundancy among features and suppress 
overfitting, relief algorithm (29) was used to select the 
features with the best distinguishing power. According to 
relief algorithm, k features ranked by the importance were 
employed for classification (see Appendix 2). The relief 
algorithm was simultaneously applied to the four feature sets 
(i.e., T1ce radiomics, T1ce deep, T2 FLAIR radiomics, and 
T2 FLAIR deep features), and parameter k was determined 
in terms of the average value of the four AUCs for grading 
glioma. In addition, we also compared two classical feature 
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Figure 1 The flowchart of the proposed integrative framework. It included four steps, namely, (A) tumor imaging and segmentation, (B) 
radiomics feature extraction, (C) deep feature extraction, and (D) kernel fusion-based multi-modal analysis.
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selection methods, i.e., minimum redundancy maximum 
correlation (mRMR) and forest-based feature selection (FF) 
(30,31). 

Multi-modal feature integrative analysis

Since features extracted from different modalities by use of 
different methodologies may contain different information, 
simply concatenating them might not make full use of the 
various information to build a high-precise grading model. 
Therefore, a kernel fusion-based SVM (32) was used to take 
full advantage of these features. The kernel fusion-based 
SVM constructed a grading model by integrating the four 
feature spaces into an adaptive feature kernel space with 
mixed weights { }1 2 3 4 1 2 3 4, , , 1ω ω ω ω ω ω ω ω ω= + + + = , where 
subscripts 1, 2, 3, and 4 denote the radiomics features on 
T2 FLAIR and T1ce and deep features on T2 FLAIR and 
T1ce, respectively. Particularly, different features are usually 
fitted to different kernels due to the diverse data structures. 
The choice of the kernel type is important and depends 
on the data distribution and specific application. Hence, 
several common kernel types were compared and the best 
type was selected on the basis of performance on validation 
cohort (see Table S1). The 10-fold cross-validation was 
implemented to select optimal parameters of SVM during 
training. Finally, combining four specific feature sets, a 
kernel-fusion based SVM classifier was built for glioma 
grading and the model was evaluated on the external testing 
cohort.

Radiologists reading

Three radiologists with 10, 8, and 5 years of clinical 
experience in radiology predicted the glioma grading 
on the basis of the following information: unprocessed 
T1ce images, T2 FLAIR images, patient age, and gender. 
All radiologists were blinded to the reference standard, 
the prediction results of the proposed model, and other 
radiologists’ predictions. The comparison between 
radiologists and the proposed model was performed in 
terms of AUC, sensitivity, and specificity.

Statistical analysis and implementation tool

All radiomics feature extraction algorithms, feature 
selection methods,  and kernel fusion-based SVM 
algorithms were implemented using MATLAB 2016b 
(Mathworks, Natick, USA). The deep feature extraction was 

implemented on Python 3.6 (Python Software Foundation, 
Wilmington, Delaware, USA) based on the Keras package 
with the TensorFlow library as the backend. Descriptive 
demographic statistics were summarized as mean ± standard 
deviation, and different groups were compared using 
Student’s t-test. AUC, sensitivity, and specificity were used 
to assess the performance of all models. The Youden index 
was used to determine the optimal sensitivity and specificity. 
The comparisons of AUCs were performed by Delong test. 
The model is available at https://github.com/zhang-de-lab/
zhang-lab?from=singlemessage.

Results

Baseline characters

The grading model was developed with training cohorts 
(n=186) from the TCIA cohort. The rest of the TCIA 
cohort and the database from a local hospital were used as 
the internal validation cohort (n=47) and external testing 
cohort (n=334), respectively, to evaluate the model. We 
ensured that the three cohorts were independent during the 
study. The baseline characters of the enrolled cohorts are 
summarized in Table 1, and inclusion and exclusion criteria 
are defined in Figure 2.

Critical parameter setting of the proposed model

Tuning of CNN architecture
Since deep features learned by CNN may be affected by 
the architecture of CNN, we performed a sequence of 
experiments to validate the effectiveness of the proposed 
architecture, including kernel size, stride and the type of 
activation function and pooling (see Table S2). The best 
architecture (kernel size: 2×2×2, stride: 1, type of activation 
function: Relu, type of pooling: Average) yielded the highest 
AUCs of 0.81 [95% confidence interval (CI): 0.78, 0.83] 
and 0.82 (95% CI: 0.80, 0.84) for T2 FLAIR and T1ce, 
respectively, in the validation cohort. 

Determination of feature dimension
For feature reduction, exhaustive experiments were 
conducted to select the k (from 1 to 30) discriminant 
features from the four obtained feature sets (i.e., T2 FLAIR 
radiomics, T1ce radiomics, T2 FLAIR deep, and T1ce 
deep features) on the basis of the average performance of 
the grading models on the validation cohort. As shown in  
Figure 3, k=19 achieved the optimal average AUC of 0.86 

https://cdn.amegroups.cn/static/public/ATM-20-4076-supplementary.pdf
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Table 1 Clinical characteristics of patients on the TCIA cohort and independent testing cohort 

Characteristic
TCIA cohort Independent testing cohort

GBM LGG P value GBM LGG P value

Patients 106/233 (45.5) 127/233(54.5) 105/334 (31.4) 229/334 (68.6)

Age (year) 58.7±13.6 46.0±13.8 <0.001* 44.3±13.3 37.5±11.6 <0.001*

Gender 0.04* <0.001*

Woman 41/106 (38.7) 63/127 (49.6) 35/105 (33.3) 107/229 (46.7)

Man 65/106 (61.3) 64/127 (50.4) 70/105 (66.7) 122/229 (53.3)

Tumor grade <0.001* <0.001*

WHO II 0 (0.0) 63 (49.6) 0 (0.0) 112 (48.9)

WHO III 0 (0.0) 64 (50.4) 0 (0.0) 117 (51.1)

WHO IV 106 (100.0) 0 (0.0) 105 (100.0) 0 (0.0)

1p19q codeletion <0.001* 0.70

Codeletion 0/106 (0.0) 36/127 (28.3) 5/105 (4.8) 14/229 (6.1)

Wild type 106/106 (100.0) 91/127 (71.7) 12/105 (11.4) 31/229 (13.5)

Unknown 0/106 (0.0) 0/127 (0.0) 88/105 (83.8) 184/229 (80.4)

IDH mutation 0.64 <0.001*

Mutation 8/106 (7.5) 103/127 (81.1) 18/105 (17.1) 110/229 (48.0)

Wild type 98/106 (92.5) 24/127 (18.9) 46/105 (43.8) 48/229 (21.0)

Unknown 0/106 (0.0) 0/127 (0.0) 41/105 (39.1) 71/229 (31.0)

Histology <0.001* <0.001*

Astrocytoma 0/106 (0.0) 36/127 (28.3) 0/105 (0.0) 82/229 (35.8)

Oligoastrocytoma 0/106 (0.0) 32/127 (25.2) 0/105 (0.0) 83/229 (36.2)

Oligodendroglioma 0/106 (0.0) 59/127 (46.5) 0/105 (0.0) 44/229 (19.2)

Glioblastoma 106/106 (100.0) 0/127 (0.0) 105/105 (100.0) 0/229 (0.0)

Unknown 0/106 (0.0) 0/127 (0.0) 0/105 (0.0) 20/229 (8.8)

Data in parentheses are percentages. * indicates significant difference.

among the 30 options. Finally, 19 features were selected (see 
Tables S3-S5). 

Weight setting and kernel type selection in kernel 
fusion-based SVM
The grid method was used to identify the optimal assembly 
of four weights. The four weights with an interval of 
0.05 from 0 to 1 were set and satisfied the condition 

of { }1 2 3 4 1 2 3 4, , , 1ω ω ω ω ω ω ω ω ω= + + + = . Among six kernel 
types, chi-square kernel yielded the highest AUC of 0.94 
(95% CI: 0.85, 0.99) with the best coefficient combination 

of 0.35, 0.15, 0.15, and 0.35 (see Table S6). Furthermore, 
to validate the effectiveness of kernel fusion, we compared 
it with direct concatenating integration. The performance 
of kernel fusion with AUC of 0.94 (95% CI: 0.85, 0.99) 
and 0.88 (95% CI: 0.84, 0.91) was superior to that of direct 
concatenating integration with AUC of 0.91 (95% CI: 
0.79, 0.97) and 0.84 (95% CI: 0.79, 0.88) on the internal 
validation and external testing cohort (Delong test: P<0.05), 
respectively. This result indicated that kernel fusion was 
an effective strategy for multi-modal and multi-feature 
analysis. 

https://cdn.amegroups.cn/static/public/ATM-20-4076-supplementary.pdf
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Imaging data 
(n=445)

31 patients were excluded after 
primary screening:
 27 ineligible pathologic 

diagnosis
 4 missing extent of resection

48 patients were excluded:
 48 patients were excluded 

because of missing at least one 
set (T1CE, T2 FLAIR) of MRI 

12 patients were excluded: 
 12 missing tumor grade

Imaging data 
(n=414)

Imaging data 
(n=394)

Imaging data 
(n=334)

Imaging data 
(n=346)

20 patients were excluded:
 20 without preoperative MRI

Imaging data 
(n=456)

97 patients were excluded:
 97 patients were excluded 

because of missing at least 
one set (T1CE, T2 FLAIR) of 
MRI 

35 patients were excluded: 
 35 patients were excluded 

because of significant head 
motion and artifact in images

Imaging data 
(n=365)

Imaging data 
(n=268)

Imaging data 
(n=233)

91 patients were excluded:
 91 without preoperative MRI

Figure 2 Patient inclusion and exclusion criteria on internal validation cohort and external testing cohort.

Figure 3 Average AUC of models on internal validation cohort with different feature dimensions from 1 to 30. The k=19 achieved the best 
performance with AUC of 0.86.
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Comparison of different models 

In this work, two excellent methods (i.e., radiomics and 
deep learning) were separately implemented on two MRI 
sequences (i.e., T2 FLAIR and T1ce) to obtain four specific 
feature sets. To validate the effectiveness of integrating 
radiomics and deep learning models, we compared our 
proposed model with these models based on an individual 

approach and single MRI sequence. As shown in Table 2, 
the best grading performance was obtained by the proposed 
integrative model with the AUC of 0.94 (95% CI: 0.85, 
0.99) on internal validation cohort and 0.88 (95% CI: 0.84, 
0.91) on external testing cohort. The performances were 
inferior when only a single method with a single MRI 
sequence was used. For internal validation cohort, the AUC 
was 0.88 (95% CI: 0.75, 0.95) for radiomics on T2 FLAIR, 
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0.87 (95% CI: 0.74, 0.95) for radiomics on T1ce, 0.86 
(95% CI: 0.73, 0.95) for deep learning on T2 FLAIR, and 
0.88 (95% CI: 0.75, 0.95) for deep learning on T1ce. For 
external testing cohort, the AUC was 0.81 (95% CI: 0.77, 
0.85), 0.80 (95% CI: 0.75, 0.84), 0.79 (95% CI: 0.75, 0.84), 
and 0.80 (95% CI: 0.76, 0.84), respectively. By contrast, 
the results were improved whether conducting each 
single approach on multi-modal images or combining two 
approaches on a single sequence. The AUC for radiomics 
on multi-modal images, deep learning on multi-modal 
images, combined methods on T2 FLAIR, and combined 
methods on T1ce was 0.92 (95% CI: 0.80, 0.98), 0.91 (95% 
CI: 0.79, 0.97), 0.90 (95% CI: 0.77, 0.97), and 0.90 (95% 
CI: 0.80, 0.98) for internal validation cohort; and 0.85 
(95% CI: 0.81, 0.89), 0.84 (95% CI: 0.80, 0.88), 0.82 (95% 
CI: 0.78, 0.86), and 0.82 (95% CI: 0.78, 0.86) for external 
testing cohort, respectively.

Some conclusions could be drawn: (I) the combination 
of radiomics and deep learning method achieved the 
better performance compared with individual radiomics or 
deep learning method whether single or multiple modal 
MR images were used; (II) the models based on multiple 

modal MR images were superior to these models based on 
individual T1ce or T2 FLAIR MR images. In addition, the 
comparison results of the proposed integrative model with 
other models with different feature selection methods and 
classifiers are listed in Table 3, from which we can see that 
relief algorithm and SVM showed the better results when 
compared with other methods (Delong test: P<0.05). 

Radiologists reading

Table 4 shows the sensitivity and specificity of three 
radiologists and the proposed model. For internal validation 
and external testing cohorts performed by the proposed 
model, the sensitivity at the optimal threshold of the 
Youden index was 86% and 88%, respectively, while the 
specificity was 92% and 81%, respectively. The sensitivity 
of the radiologists ranged between 80% and 90%, while the 
specificity was between 72% and 85%. Figure 4A,B show 
the ROC of our proposed model on internal validation 
and external testing cohort, respectively. For comparison, 
the points representing the sensitivity and specificity of 
the three radiologists for grading glioma are also shown 

Table 2 Comparison of the proposed method with the models based on different methodologies and modalities

Method Validation AUC Sensitivity (%) Specificity (%) Testing AUC Sensitivity (%) Specificity (%) 

R_T2 FLAIR 0.88 (0.75, 0.95) 76 (16/21) 85 (22/26) 0.81 (0.77, 0.85) 80 (84/105) 71 (163/229)

R_T1ce 0.87 (0.74, 0.95) 81 (17/21) 77 (20/26) 0.80 (0.75, 0.84) 71 (75/105) 79 (180/229)

R_T2 FLAIR + T1ce 0.92 (0.80, 0.98) 86 (18/21) 85 (22/26) 0.85 (0.81, 0.89) 85 (89/105) 76 (175/229)

D_T2 FLAIR 0.86 (0.73, 0.95) 81 (17/21) 77 (20/26) 0.79 (0.75, 0.84) 75 (79/105) 76 (175/229)

D_T1ce 0.88 (0.75, 0.95) 71 (15/21) 88 (23/26) 0.80 (0.76, 0.84) 80 (84/105) 69 (158/229)

D_T2 FLAIR + T1ce 0.91 (0.79, 0.97) 81 (17/21) 88 (23/26) 0.84 (0.80, 0.88) 82 (86/105) 77 (176/229)

R + D_ T2 FLAIR 0.90 (0.77, 0.97) 81 (17/21) 85 (22/26) 0.82 (0.78, 0.86) 78 (82/105) 76 (173/229)

R + D_T1ce 0.90 (0.80, 0.98) 86 (18/21) 81 (21/26) 0.82 (0.77, 0.86) 81 (85/105) 75 (172/229)

Proposed method 0.94 (0.85, 0.99) 86 (18/21) 92 (24/26) 0.88 (0.85, 0.92) 88 (92/105) 81 (186/229)

Note. R_: Radiomics, D_: Deep learning, R + D_: Radiomics + Deep learning

Table 3 Performance of models using different feature selection methods and classifiers

Method Validation AUC Sensitivity (%) Specificity (%) Testing AUC Sensitivity (%) Specificity (%) 

mRMR + SVM 0.92 (0.80, 0.98) 86 (18/21) 85 (22/26) 0.85 (0.81, 0.89) 87 (91/105) 74 (169/229)

FF + SVM 0.90 (0.77, 0.97) 86 (18/21) 88 (23/26) 0.84 (0.80, 0.88) 83 (87/105) 75 (171/229)

Relief + RF 0.92 (0.80, 0.98) 81 (17/21) 92 (24/26) 0.86 (0.82, 0.90) 85 (89/105) 81 (186/229)

Relief + SVM 0.94 (0.85, 0.99) 86 (18/21) 92 (24/26) 0.88 (0.84, 0.91) 88 (92/105) 81 (186/229)
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Figure 4 ROC curve of the proposed method on internal validation cohort (A) and external testing cohort (B). Three points representing 
sensitivity and specificity of three readers were plotted. 

Table 4 Comparison between three radiologists and the proposed method for gliomas grading

Radiologist
Validation cohort Testing cohort

Sensitivity (%) Specificity (%) Sensitivity (%) Specificity (%) 

Reader 1 90 (19/21) 77 (20/26) 84 (88/105) 75 (172/229)

Reader 2 86 (18/21) 85 (22/26) 81 (85/105) 78 (178/229)

Reader 3 86 (18/21) 73 (19/26) 80 (84/105) 72 (165/229)

Proposed method 86 (18/21) 92 (24/26) 88 (92/105) 81 (186/229)

in Figure 4. These points were close to the ROC of the 
proposed model.

Discussion

In this study, we presented a multi-modal MRI-based 
grading analysis by combining the radiomics and deep 
learning technologies. The proposed grading model took 
full advantage of the global radiomics and local deep 
features from multi-modal MR images and achieved 
outstanding results in the internal validation and external 
testing cohorts. This finding demonstrated the feasibility 
of integrating global radiomics and local deep features to 
develop a model for glioma grading.

Most previous studies only focused on individual 
radiomics or deep learning approaches to conduct a 
quantitative analysis of glioma grading (5,14,33). However, 
few researches explored whether combining radiomics and 

deep learning approaches can improve the performance of 
a grading model for gliomas. According to the comparison 
results between the proposed method and two individual 
approaches based on single and multiple modal MR images, 
it could be found that (I) the integration of radiomics and 
deep learning model outperformed any single method 
whether single or multiple modal MR images were 
used; (II) multi-modal MR images could provide more 
information than single modal MR images regardless of the 
methodologies. Meanwhile, the sensitivity and specificity 
of the proposed model were comparable to those of clinical 
radiologists, which further emphasized the promising 
preliminary results of the proposed method for glioma 
grading. In addition, for radiologists, the sensitivity on 
the testing cohort were lower than that of the validation 
cohort, which might be caused by more testing samples, 
and affected by the experience, and some subjective factors 
(such as fatigue and attention). Moreover, the proposed 
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model could provide robust sensitivity in glioma grading. 
Meanwhile, the lower specificity of the proposed model 
on the testing cohort needs to be improved, as the high 
number of false-positive gliomas would require the clinical 
radiologists to verify the actual presence of disease, which 
would increase the overall time of image interpretation. A 
potential reason of lower specificity was that cohorts used in 
our studies were from different centers, in which different 
fields of view, spatial resolutions, section thickness, and 
intersection gaps of the different sequences were acquired 
during the MRI examination.

One of the challenges of this study is the high feature 
dimension, which is inclined to trap in overfitting; and 
the modeling with high-dimension features is also time-
consuming. In our work, a total of 10,324 radiomics and 
13,824 deep features were extracted for singular modality. 
Therefore, the following three strategies were used to 
select discriminant features and suppress overfitting in our 
work. (I) The proposed CNN was equipped with pooling 
and dropout operators, which prevented the redundancy 
of features and improved robustness. (II) Patch pooling 
was used to integrate features from the patch level to 
the patient level rather than directly connecting all deep 
features. This procedure could also address the number 
of inconsistency caused by the patch strategy. (III) The 
relief algorithm was conducted on four feature sets, and 
the reduced dimension remained the same to fit the 
subsequent analysis. The second challenge is taking full 
advantage of multi-modal information and multiple types 
of features. A kernel fusion-based SVM was introduced to 
weigh different features instead of direct concatenation. In 
this way, features extracted from different modal MRIs by 
different technologies were effectively integrated, and the 
classification results also demonstrated the fusion strategy 
was helpful to analysis of multi-modal features.

Our study has several deficiencies. First, tumor 
segmentation was still a manual process, which was 
time-consuming and depended on the experience of the 
radiologists. Second, only T1ce and T2 FALIR sequences 
were used in our study; however, more than two modal 
MRI data can be collected for further analysis. Lastly, this 
work was a retrospective study, and a prospective cohort is 
required to further evaluate the performance of the glioma 
grading model. 

In conclusion, an effective integrative strategy that 
combined two popular technologies, i.e., radiomics and deep 
learning, was proposed for grading gliomas. The approach 
adopted the kernel fusion method to build a discriminative 

SVM classifier based on postcontrast enhanced T1-
weighted and T2 fluid-attenuated inversion recovery 
sequences. Furthermore, an independent external testing 
cohort was used to assess the generalization performance 
of the proposed grading model. The promising results 
demonstrated the feasibility of integrating radiomics and 
deep learning based on multi-modal magnetic resonance 
images for grading gliomas.
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