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Colour vision represents a vital aspect of perception that ultimately enables a
wide variety of species to thrive in the natural world. However, unified
methods for constructing chromatic visual stimuli in a laboratory setting
are lacking. Here, we present stimulus design methods and an accompany-
ing programming package to efficiently probe the colour space of any
species in which the photoreceptor spectral sensitivities are known. Our
hardware-agnostic approach incorporates photoreceptor models within the
framework of the principle of univariance. This enables experimenters to
identify the most effective way to combine multiple light sources to create
desired distributions of light, and thus easily construct relevant stimuli for
mapping the colour space of an organism. We include methodology to
handle uncertainty of photoreceptor spectral sensitivity as well as to opti-
mally reconstruct hyperspectral images given recent hardware advances.
Our methods support broad applications in colour vision science and pro-
vide a framework for uniform stimulus designs across experimental systems.

This article is part of the theme issue ‘Understanding colour vision:
molecular, physiological, neuronal and behavioural studies in arthropods’.
1. Introduction
From insects to primates, colour vision represents a vital aspect of perception that
ultimately enables a wide variety of species to thrive in the natural world. Each
animal is equipped with an array of photoreceptors expressing various opsin
types and optical filters that define the range of wavelengths the animal is sensi-
tive to. But opsin expression alone does not predict how an animal might ‘see’
colours. The downstream neural circuit mechanisms that process photoreceptor
signals are critical in shaping colour perception. Interrogating these neural mech-
anisms in a laboratory setting necessitates experimentalists to construct and
present chromatic visual stimuli that are relevant to the animal in question. Out-
side of trichromatic primates, for which studies in human perception and
psychophysics have led the way, there is a lack of unifying methodology to
assay colour vision across species using disparate laboratory visual stimulation
systems. Here, we describe standardized methods to create chromatic stimuli,
using a minimal set of light sources, that can continuously span a wavelength
spectrum and be flexibly applied to photoreceptor systems in various species.

Light, the input to a photoreceptor, comprises two components: wavelength
and intensity. Importantly, a photon of light of any wavelength elicits the same
response once absorbed by a photoreceptor. This principle of univariance limits
a single photoreceptor from distinguishing between wavelength and intensity,
as different wavelength–intensity combinations can elicit the same response, ren-
dering single photoreceptors ‘colour-blind’ [1,2]. By combining outputs from
different types of photoreceptors in downstream neural circuits, animals can
separate wavelength and intensity information to ultimately allow colour
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discrimination. As a result of univariance, particular wave-
length–intensity combinations remain indistinguishable if
they produce an equivalent set of photoreceptor responses in
an animal. To the human eye, a red–green mixture is perceived
as identical to pure yellow, as both of these sources equally acti-
vate the three cones. This metamerism is taken advantage of in
red–green–blue (RGB) screens,which can displaymany colours
using only three light sources. However, out-of-the-box RGB
screens cannot easily be used to investigate colour processing
across animals. This is because the softwares that operate
them are based on experimentally measured colour matching
functions (i.e. ‘matching’ ratios of R/B/G to perceptual colours)
that are specific to the set opsins expressed in human cones and
the neural processing of their signals in the human brain. Even
though such colour matching functions are not available for
most animals, it is still possible to leverage fundamental con-
cepts of metamerism to construct chromatic stimuli [3,4]. The
use of such methods has been limited, in part because of a
lack of a practical framework to apply a wide range of well-
established colour theory concepts.

Here, we present a set of algorithms, and accompanying
Python software package drEye, for designing chromatic stimuli,
that allow the simulation of arbitrary spectra using only a mini-
mal set of light sources. Our framework is founded on
established colour theory [1,5,6] and is applicable to any
animal for which the photoreceptor spectral sensitivities are
known. Our approach allows the reconstruction of a variety of
stimuli, including some that are hard to reproduce in a laboratory
setting, such as natural images. Importantly, our methods are
flexible to various modelling parameters and can account for
uncertainties in the spectral sensitivities. Even though we pro-
vide mathematical tools to select appropriate light sources, our
methods are ultimately agnostic of the hardware used for
visual stimulation. For this reason, our method can be used as
a colour management tool to control conversion between
colour representations of various stimulus devices. We illustrate
basic principles as well as examples of our algorithms using the
colour systems of mice, bees, humans, fruit flies and zebrafish.
2. Colour theory and colour spaces
As colour scientists, we aim to understand how a given
animal processes spectral information and thus perceives
colour. A ‘perceptual colour’ space gives an approximation
of how physical properties of light are experienced by the
viewer. CIE 1931 colour spaces, for instance, are defined
mathematical relationships between spectral distributions of
light and physiologically perceived colours in human vision
[7]. These spaces were derived from psychophysical colour
matching experiments [7,8], and are an essential tool when
dealing with colour displays, printers and image recording
devices. Because the underlying quantitative transformation
from the spectral distributions of light to the perceived col-
ours in humans is dependent on both the cone spectral
sensitivities and the neural mechanisms that process them,
human colour spaces do not transfer to other animals.

Canwe approximate the perceptual space of animals using
available physiological and/or behavioural information? A
perceptual colour space is the result of a series of transform-
ations starting from the stimulus itself. The stimulus can be
represented in ‘spectral space’, simply describing the spectral
distribution of light. This space, however, is high-dimensional,
and therefore difficult to work with. Instead, a lower-dimen-
sional colour space can be constructed, by taking into
account the photoreceptor spectral sensitivities of the viewer.
A photoreceptor’s spectral sensitivity defines the relative like-
lihood of photon absorption across wavelengths (e.g. figure
1a–c; electronic supplementary material, figure S1a,b). Weight-
ing a total light power spectrum by the photoreceptor’s
spectral sensitivities renders n effective values of a stimu-
lus—with n being the number of photoreceptor types. The n
values compose an n-stimulus specification of the objective
colour of the light spectrum for an animal, called the photon
capture. This results in an n-dimensional receptor-based ‘cap-
ture space’. For dichromats such as New World monkeys and
mice, this receptor-based space is two-dimensional (figure 1d ).
For trichromats, such as humans and bees, it is three-dimen-
sional (figure 1e) and for tetrachromats, such as zebrafish
and fruit flies, it is four-dimensional (figure 1f ).

In addition, within this n-dimensional receptor-based
capture space, it is often useful to define a hyperplane,
where vector points sum up to 1, and where colour is
therefore represented independently of intensity. The result-
ing ‘chromaticity diagram’ is the n− 1 simplex where a point
represents the proportional capture of each photoreceptor
(figure 1g–i; electronic supplementary material, figure S1c,d ).
For dichromats, this visualization simplifies to a line, for
trichromats it is a triangle, and for tetrachromats, a tetrahe-
dron. The loci of single wavelengths can be mapped onto
these spaces as a one-dimensional manifold, as can theoretical
‘non-spectral’ colour lines. Non-spectral colours result from
the predominant excitation of photoreceptor pairs that are
not adjacent along the single wavelength manifold [9,10].

Although the number of photoreceptors, which deter-
mines the dimensionality of the receptor-based space, is not
always equal to the effective dimensionality of perceived col-
ours [11], it provides its theoretical maximum. The effective
dimensionality depends on the processing of photoreceptor
signals in the brain. In fact, neural processing effectively dis-
torts the shape of receptor-based spaces, to eventually
produce a perceptual space, where distances do not necess-
arily match the distances measured in receptor-based spaces.

Receptor-based spaces are, however, a good starting point
to mathematically approximate the transformations that the
brain applies to photoreceptor inputs. They can in particular
serve to design relevant chromatic stimuli to interrogate these
transformations experimentally. Throughout this paper, we
will use receptor-based colour spaces as the foundation for
a unified framework for developing such chromatic stimuli.
3. Reconstructing arbitrary light spectra: a
general framework

Probing an animal’s colour vision requires measuring
behavioural or physiological responses to relevant chromatic
stimuli. Among these are artificial stimuli that are constructed
to probe specific aspects of visual processing, such as a set of
Gaussian spectral distributions to measure spectral tuning,
naturalistic stimuli, such as measured natural reflectances,
or randomly drawn spectral stimuli, akin to achromatic
noise stimuli. Current methods to display such stimuli often
do not take into account the visual system of the animal
under examination, and instead focus on spectral space,
which is often not as relevant functionally. Instead, we
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Figure 1. Colour and chromatic spaces of di-, tri- and tetrachromatic animals. (a–c) Spectral sensitivity functions for the different opsins expressed in the photo-
receptors of the mouse, the honeybee and the zebrafish, respectively. Photoreceptors are assigned the labels long (L), medium (M), short (S), ultrashort (U) from the
longest to shortest wavelength-sensitive photoreceptors. (d–f ) Schematic of receptor-based colour spaces of di-, tri- and tetrachromatic animals, respectively. Q
denotes capture. (g–i) Chromatic diagrams for the mouse, the honeybee and the zebrafish, respectively. The coloured line indicates the loci of single wavelengths
in the chromatic diagram. The dotted lines indicate hypothetical non-spectral colour lines that connect the points along the single wavelength colour line that
maximally excite non-consecutive photoreceptors.
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have developed a method that allows the reconstruction of a
wide range of chromatic stimuli, with only a limited number
of light sources, that can be applied across animals for which
spectral sensitivities are known. Here, we describe the core
method for light spectra reconstruction, followed by high-
lights of important considerations regarding the stimulus
system and aspects of the fitting procedure. An overview of
the method is illustrated in figure 2 for an idealized
dichromatic animal chosen for ease of visualization.

(a) Building receptor-based colour spaces
The light-induced photon capture Q elicited by any arbitrary
stimulus j is calculated by integrating its spectral distribution
Ij(λ) (in units of photon flux: E ¼ mol s�1 m�2) with the
effective spectral sensitivity Si(λ) of photoreceptor i across
wavelengths (figure 2a–c). Even when no photons hit a
photoreceptor, it randomly produces dark events [2,12,13].
Mathematically, we can add these dark events as a baseline
capture ei to the light-induced capture. By multiplying this
sum by the absolute sensitivity of photoreceptor i (Ci), we
obtain the total absolute capture Qt

ði,jÞ:

Qt
ði,jÞ ¼ Ci(Qði,jÞ þ ei) ¼ Ci

ð
l

SiðlÞIjðlÞdlþ ei

� �
: ð3:1Þ

When we calculate the total capture for all n photoreceptor
types present in an animal, we get a vector that can be rep-
resented as a point in the receptor-based capture space
(figure 2c,h):

Qt ¼

Qt
ð1,jÞ

Qt
ð2,jÞ

..

.

Qt
ðn,jÞ

0
BBBBB@

1
CCCCCA

¼

C1(Qð1,jÞ þ e1)
C2(Qð2,jÞ þ e1)

..

.

Cn(Qðn,jÞ þ en)

0
BBB@

1
CCCA ¼ C � (Qþ e): ð3:2Þ
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Figure 2. Schematic of the photoreceptor model. (a) Two example spectral distributions of light constructed artificially. Red: exp(sin (2π(λ− 300 nm)/400 nm));
blue: exp(cos (2π(λ− 300 nm)/400 nm)). (b) Artificial spectral sensitivities constructed using a Gaussian distribution with mean 440 and 520 nm and standard
deviation 50 and 80 nm for the shorter (S) and longer (L) wavelength-sensitive photoreceptor, respectively. (c) To calculate capture, the lights in (a) hitting the
photoreceptors in (b) are each multiplied by the spectral sensitivities of each photoreceptor and integrated across wavelengths. A small baseline capture value e can
be added to the light-induced capture value. (d ) To calculate the relative capture, the absolute capture calculated in (c) is divided by the background capture
according to von Kries adaptation. (e) A nonlinear transformation is applied to the relative capture values to obtain photoreceptor excitations. ( f ) Photoreceptor
signals are further processed in downstream circuits to give rise to colour percepts. (g) Example stimulation system consisting of a set of three LED light sources at
their maximum intensity (violet, green and orange). (h–j ) Capture space, relative capture space and excitation space of photoreceptors in (b). The coloured vectors
represent the integration of the LED spectra in (g) with the spectral sensitivities in (b). The colours match the colours of the LEDs in (g). These vectors can be
combined arbitrarily up to their maximum LED intensities and define the gamut of the stimulation system (black lines). The red and blue circles are the calculated
captures, relative captures and excitation values for the spectra in (a). The red-coloured spectrum is out-of-gamut for the stimulation system defined in (g). Pro-
jection of this out-of-gamut spectrum onto the gamut of the stimulation system gives different solutions when done in capture, relative capture, or excitation space
(red line). The red X drawn at the edge of the stimulation system’s gamut corresponds to the projection of the red-coloured spectrum onto the gamut in excitation
space (i.e. the fit in excitation space).
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Equations (3.1) and (3.2) assume we know the spectral
sensitivity of each photoreceptor and two more quantities:
the absolute sensitivity Ci and the baseline capture ei.
Unlike the spectral sensitivities of photoreceptors, both Ci

and ei are usually unknown (and difficult to estimate) for
most model organisms. In many conditions, it is assumed
that the photoreceptors adapt to a constant background
light according to von Kries adaptation [2,14]. This removes
Ci from the equation, and we obtain the relative light-induced
capture q(i,j ) and baseline capture η(i,b) for background b:

Ci(Qði,jÞ þ ei)
Ci(Qði,bÞ þ ei)

¼ Qði,jÞ
Qði,bÞ þ ei

þ ei
Qði,bÞ þ ei

¼ qði,jÞ þ hði,bÞ: ð3:3Þ

For all n photoreceptor types, we obtain a vector (qt = q + η)
representing a point in relative receptor-based capture space
(figure 2d,i). Note that equation (3.3) is mathematically equiv-
alent to setting Ci to 1/(Q(i,b) + ei). Thus, the relative photon
capture is simply a form of multiplicative scaling that has
been shown to approximate adaptational mechanisms
within isolated photoreceptors [2,15,16].

Finally, if we assume that the light-induced capture is
much larger than the baseline capture, we can drop η,
so that q = qt. However, we will show in a later example
why setting a baseline capture value to a specific low value
can have practical uses for designing colour stimuli even
when we lack knowledge of the exact biophysical quantity
ascribed to it.

Receptor-based photon capture spaces do not take into
account the neural transformation applied by the photo-
receptors themselves once photons are absorbed to give rise
to electrical signals. It can therefore be beneficial to further
convert our relative capture values to photoreceptor exci-
tations e by applying a transformation f that approximates
the change in the response in photoreceptors (figure 2e,j ):

e ¼ f ðqþ hÞ: ð3:4Þ
Common functions used for animal colour vision models are
the identity, the log, or a hyperbolic function [6,17–19]. Apply-
ing any of these functions—except the identity function—will
change the geometry of the colour space and thus distances
measured between points (figure 2h–j ). If the transfer function
is not known for an animal’s photoreceptors, the identity func-
tion (i.e. the linear case) can be used or a transfer function can
be reasonably assumed given measured transfer functions in
other animals or photoreceptor types. Photoreceptor exci-
tation values are the de facto inputs to the visual nervous
system of the organism. We will therefore consider spectral
stimuli within photoreceptor excitation spaces as a foundation
for our subsequent fitting procedures.
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(b) Fitting procedure
The goal of our method is to enable experimenters to use
only a limited set of light sources to create metamers that
‘simulate’ arbitrary light spectra for a given animal or
animals. In order to do so, we use a generalized linear
model of photoreceptor responses (figure 2a–e) to adjust
the intensities of a set of the light sources in order to
map intended spectral distributions onto calculated exci-
tations of each photoreceptor type. Using equations
(3.1)–(3.4), we can calculate photoreceptor excitation for any
desired light stimulus. This results in an n-dimensional
vector e that represents the effect of this visual stimulus on
the assortment of photoreceptors of the animal. Instead of
presenting this particular arbitrary distribution of light, we
can use a visual stimulus system composed of a limited set
of light sources to approximate this vector e and thus
match the responses to our desired light stimulus. In figure
2, this corresponds to finding a coefficient for each light
source vector to approximate the coordinates of the visual
stimulus points in the two-dimensional excitation space.
This operation could theoretically be done in capture or rela-
tive capture space. However, given that each transformation
distorts the distances between points, it is more appropriate
to perform this operation in excitation space, given that it is
closer to perceptual space.

Given an animal’s n photoreceptors and m available light
sources, we can construct a normalized capture matrix A
using equation (3.3):

A ¼

qð1,1Þ qð1,2Þ . . . qð1,mÞ
qð2,1Þ qð2,2Þ . . . qð2,mÞ

..

. ..
. . .

. ..
.

qðn,1Þ qðn,2Þ . . . qðn,mÞ

0
BBB@

1
CCCA: ð3:5Þ

Here, q(i,j ) is the relative light-induced photon capture
of photoreceptor i given the light source j at an intensity of
one unit photon flux. Calculating A requires knowledge
of the spectral distribution of each light source, which can
be obtained using standard methods in spectrophotometry
[20,21]. This will also yield the intensity bounds of each
light source. We denote the lower bound intensity vector as
ℓ and the upper bound intensity vector as u. The theoretical
minimum value for ℓ is 0 as a light source cannot show
negative intensities.

To match the desired photoreceptor excitations, we need
to find the intensity vector x for the available light sources
so that the calculated excitations of the system match the
desired photoreceptor excitations e:

f(Axþ h) � e: ð3:6Þ

To find the optimal x, we first consider two points.
First, x needs to be constraint by the lower bound ℓ

and upper bound u. If an experimenter wants to find
the best-fit independent of the intensity range of the stimu-
lation system, we only need to have a non-negativity
constraint for x (theoretical minimum of ℓ). Second, an
experimenter may want to weight each target photorecep-
tor excitation differently, if certain photoreceptors are
thought to be less involved in colour processing (see e.g.
[20]). Thus, we obtain a constrained objective function that
minimizes the weighted (w) difference between our desired
excitations (e) and possible excitations (f (Ax + η)) subject to
the intensity bound constraints ℓ and u:

minimize kw� ðf ðAxþ hÞ � eÞk2
subject to ‘ � x � u:

ð3:7Þ

To ensure that we consistently find the same x, we use a
deterministic two-step fitting procedure. First, we fit the
relative capture values—before applying any nonlinear
transformation—using constrained convex optimization
algorithms. Next, we initialize x to the value found during
linear optimization and use nonlinear least-squares fitting
(trust region reflective algorithm) to find an optimal set of
intensities that match the desired excitations. This two-step
fitting procedure is deterministic and ensures that the non-
linear solution found is the closest to the linear solution, if
the nonlinear optimization problem is not convex. If the
transformation function is the identity function, the second
step is skipped completely as the first step gives the optimal
solution. There are a few important points to note regarding
this fitting procedure, which we address below.

(c) Gamut and visual stimulation systems
So far, we have not considered the hardware and the ability of
a visual stimulus system to represent colours. In human colour
vision, the ‘gamut’ represents the total subset of colours that
can be accurately represented by an output device, such as
an LED-stimulation system [22]. In order to generalize this
concept and use it to design stimulus systems that are ade-
quate for our fitting procedures, we have derived a gamut
metric that corresponds to the ‘percentage of (animal) colours
reproduced by a stimulation system’. To calculated this metric,
we separately consider a ‘perfect’ stimulation system, where
the intensity of each unit wavelength along the (animal) visible
spectrum can be varied independently, and a ‘real’ stimulation
system, composed of a combination of light sources.We derive
a measure of size that each system occupies in an animal’s cor-
responding chromaticity diagram and calculate their ratio (see
the electronic supplementary material for details). This math-
ematical tool can be applied to any set of light sources for
which the spectra have been measured, and can be used to
optimally select a set of light sources in the context of our
fitting procedure.

For illustration purposes, we consider a set of commer-
cially available LEDs (electronic supplementary material,
figure S2a–g) which can be combined to create a stimulus
system [20]. We vary the composition and number of LEDs
of a stimulus system, and calculate the metric for mice,
bees, humans, fruit flies and zebrafish. We find that if the
number of LEDs is below the number of photoreceptors,
each LED added to the system significantly increases the
fraction of colours that can be represented (electronic sup-
plementary material, figure S2h–l ). Adding more LEDs
than this only minimally improves the system (electronic
supplementary material, figure S2h–l ). Examining the distri-
bution of all n-sized LED stimulus systems (with n being
the number of photoreceptor types of the animal) highlights
that different animals allow more or less freedom of LED
choice (electronic supplementary material, figure S2m–q).
Interestingly, LED combinations that would be chosen
according to the peak of the sensitivities, a commonly used
strategy when designing stimulus systems [23,24], most
often are not included in the 10% largest gamuts of all
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n-LED combinations (electronic supplementary material,
figure S2m–q). This is due to the fact that our metric takes
into account the shape and overlap of the sensitivities and
LEDs, in addition to the peak of the sensitivities and LEDs.

Finally, a desired property of a given stimulus system may
be to enable experiments across vastly different intensity
regimes. As stimulus intensities are increased, LEDs will
reach their maximal intensities (electronic supplementary
material, figure S2b) and the gamut of the stimulation
system will decrease (electronic supplementary material,
figure S2h–l ). At higher intensities of a stimulus, including
additional LEDs can enable reconstruction of more colours.
This gamut metric is therefore a useful tool for assessing
the suitability of an existing visual stimulation system or
selecting light sources for de novo assembly.

(d) In- and out-of-gamut fitting
A desired capture value of light can be within the gamut of
the stimulation system or out-of-gamut (e.g. figure 2h). If
the desired captures of a stimulus set are within the gamut
of the stimulus system, applying any excitation transform-
ation or changing the weighting factor w will have no effect
on the fitted intensities as an ideal solution exists (figure
2h–j ). In this case, the second step of the fitting procedure
(i.e. the nonlinear optimization) will be skipped to improve
efficiency. Conversely, the intensities found when fitting
captures outside the system’s gamut can vary depending
on the chosen nonlinearity and weighting factor w (electronic
supplementary material, figure S3). In these cases, it is
especially important to consider the light conditions during
experiments (photopic, mesopic and scotopic). According to
various models of photoreceptor noise, the noise of photo-
receptors is constant in dark-adapted conditions and
becomes proportional to the capture in light-adapted
conditions (Weber’s Law) [2,25]. Thus the monotonic trans-
formation function f chosen for each condition should be
the identity or the log, respectively, in order to ensure hom-
ogeneity of variance. We have found that using a log
transformation and adding a small constant baseline capture
e provide a good prediction of photoreceptor responses
across intensities for the fruit fly in the dark-adapted state
(electronic supplementary material, figure S4). This nonli-
nearity effectively rectifies the calculated captures for small
values that are indistinguishable from dark, and smoothly
transitions between a linear and logarithmic regime. Further-
more, this transformation approximates the measured
responses of other photoreceptors [26] and prevents a zero
division error in dark-adapted or close to dark-adapted
conditions when using a log transformation.

(e) Gamut correction prior to fitting
For humans, many displays use gamut correction algorithms
to adjust how out-of-gamut colours are represented [27]. For
example, an image that is too intense will be scaled down in
overall intensity in order to fit within the gamut. This can
also be achieved with our method by fitting the image with-
out any upper intensity bounds and then rescaling the fitted
intensities to fit within the gamut of the stimulation system.
Alternatively, capture values can be scaled prior to fitting,
so that they are within the intensity bounds of the stimulation
system (electronic supplementary material, §C for details).
For values that are completely outside of the colour
gamut—they cannot be reproduced by scaling the intensi-
ties—values are usually scaled and clipped in a way to
minimize ‘burning’ of the image [27]. An image is burned
when it contains uniform blobs of colour that should have
more detail. Procedures to minimize burning of an image for
humans usually involve preserving relative distances between
values along dimensions that are most relevant for colour per-
ception. But these procedures are imperfect and will
ultimately distort some of the colours. To generalize such pro-
cedures to non-primate animals, we have implemented an
algorithm that assesses which capture values are outside a sys-
tem’s gamut and adjusts the capture values across the whole
image to minimize ‘burning-like’ effects by preserving relative
distances between target values (electronic supplementary
material, §C for details). Our gamut-corrective procedures
can be applied before fitting or optimized during fitting
using our package. Applying gamut-corrective procedures
will ensure that the relative distribution of capture values of
the fitted image resembles the distribution of the original
image, thus minimizing burning-like effects. Additionally,
gamut correction does not require a specification of the non-
linear transformation function as all capture values are
projected into the system’s gamut (as discussed in §3d).

( f ) Underdetermined stimulus system
If the stimulus system is underdetermined—i.e. there are more
light sources to vary than there are types of photoreceptors—
then a space of target excitations can be matched using
different combinations of intensities (electronic supplemen-
tary material, figure S3). By default, the intensities that have
smallest L2-norm within the intensity constraints are chosen.
This will choose a set of light source intensities that generally
have a low overall intensity and similar proportions. However,
in our package drEye, we provide alternative options such as
maximizing/minimizing the intensity of particular light
sources or minimizing the differences between the intensities
of particular light sources. An underdetermined system can
also be leveraged in other ways, as we discuss in §5.
4. Example applications
(a) Targeted stimuli
To illustrate our approach, we have applied our fitting pro-
cedure to two sets of targeted stimuli using the five example
animals and LED-stimulation systems composed of the
LEDs introduced previously (electronic supplementary
material, figure S2a,b). The first stimulus is a set of Gaussian
spectral distributions. Simulating this set of stimuli is similar
to exciting the eye using a monochromator and mapping
responses along a one-dimensional manifold in colour space.
We have simulated such a set of stimuli previously to map
the tuning properties of photoreceptor axons in the fruit fly
[20]. The second stimulus is a set of natural reflectances
of flowers multiplied with a standard daylight spectrum
[28–31] (figure 3a). In both cases, we assume that photo-
receptors are adapted to the mean of either stimulus set. We
include a small baseline e of 10−3 μE and a log transformation
in our photoreceptor model. Each photoreceptor type is
equally weighted. To compare the results for different stimu-
lation systems, we calculated their R2 values as a measure of
goodness-of-fit. For the single wavelength stimulus set, a
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good fit is usually achieved with an n-size LED stimulus
system, although for tetrachromatic animals somewavelengths
may require more LEDs for a good reconstruction (figure 3b–d,
h–j). Furthermore,more LEDs become necessary for high-inten-
sity simulations (electronic supplementarymaterial, figure S5a–
f). For the natural reflectance stimulus set, an n-size LED
stimulus system usually gives a perfect fit, if an appropriate
LED set is chosen (figure 3e–j). However, more LEDs
than this improve fits for high-intensity spectra (electronic sup-
plementary material, figure S5a–f). The naturalistic stimulus
set is more correlated across wavelengths. Thus, these types
of stimuli are usually easier to simulate given different stimu-
lation systems, as they are covered by a stimulus system’s
gamut—especially when adapted to the mean.
(b) Random stimuli
So far, we have assumed we have a set of spectral distri-
butions to simulate. However, this is not necessarily the
case. Random sampling of a colour space can be a useful
way to probe a chromatic system. Similar to stimulating the
eye using artificial achromatic stimuli, such as random
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square or white noise stimuli [32,33], we can stimulate the eye
using artificial chromatic stimuli to extract detailed chromatic
receptive fields. This can theoretically be done in either
spectral- or receptor-based colour space. To compare both
methods, we will consider the excitation space of the
medium- and long-wavelength photoreceptors of our five
animals—the mouse, honeybee, zebrafish, human and fruit
fly. For this example, the stimulus system consists of
violet and lime LEDs (electronic supplementary material,
figure S2a). Photoreceptors are adapted to the sum of 1 μE
photon flux of light for both LEDs, and the photoreceptor
model incorporates a small e of 10−3 μE and a log transform-
ation. We sample 121 individual stimuli that equally span a
two-dimensional plane from −1 to 1. The samples are
drawn either from relative LED intensity space—log(i/i b)
with i being the LED intensities and i b being the background
intensities—or from photoreceptor excitation space. In the
latter case, we fit LED intensities using our fitting procedure
to best match the desired excitations. Points outside of the
system’s gamut will be clipped as per the fitting procedure.
No fitting is required when directly drawing LED intensities.
When drawing equally spaced samples in relative LED space,
the samples are highly correlated along the achromatic
dimension of the excitation space (i.e. eL = eM) and do not
span the available gamut in excitation space (electronic sup-
plementary material, figure S6a–c). Consequently, any
neural or behavioural tuning extracted from such a stimulus
set can be biased towards specific directions in colour space
[32,34]. On the other hand, drawing samples in excitation
space and then fitting them to the given LED stimulus
system will always ensure that as much of the available
colour space is tested (electronic supplementary material,
figure S6d–f ). Colours outside the system’s gamut will be
clipped, but if the system is chosen to efficiently span
colour space, clipping can be reduced significantly. Since
photoreceptor sensitivities always have some overlap, the
photoreceptor axes are not completely independent as is the
case with the spatial dimensions of width and height. Thus,
clipping would even occur in a perfect stimulus system.
Our drEye Python package includes various ways to effi-
ciently draw samples within the gamut of a stimulation
system to avoid clipping.
5. Dealing with uncertain spectral sensitivities
So far, we have assumed that the spectral sensitivities are
uniquely described. However, measured sensitivities can
vary depending on the experimental methods used [35,36].
Furthermore, eye pigments and the optics of photoreceptors
can change the effective sensitivities of photoreceptors
[36,37]. This can lead to uncertainty in the measured sensi-
tivity of photoreceptors within the experimental conditions
of interest. For example, recent measurements of fly photo-
receptors show a shift in the peak of the Rh6-expressing
photoreceptor and a general broadening in the photo-
receptors, when compared with original measurements [36].
These differences likely reflect differences in sample prep-
aration and measurement technique. Instead of having to
(re-)measure the sensitivities within the experimental context
of interest, previous measurements can be taken into account
to build a prior distribution of photoreceptor sensitivities.
In order to take into account the distribution of photo-
receptor properties, we first construct a normalized variance
matrix S:

S ¼

s2
ð1,1Þ s2

ð1,2Þ . . . s2
ð1,mÞ

s2
ð2,1Þ s2

ð2,2Þ . . . s2
ð2,mÞ

..

. ..
. . .

. ..
.

s2
ðn,1Þ s2

ðn,2Þ . . . s2
ðn,mÞ

0
BBBBB@

1
CCCCCA
: ð5:1Þ

Here, s2
i,j is the estimated variance of the relative light-induced

capture of photoreceptor i given the light source j at an inten-
sity of one unit photon flux. We can estimate each variance by
drawing samples from the distribution of photoreceptor prop-
erties, then determining the light-induced capture for each
sample given each light source at one unit photon flux, and
finally calculating the empirical variance across samples.
Given a particular set of light source intensities x, we can
approximate the total variance of the calculated excitations
q2 by propagating S using Taylor expansions:

q2 ¼ (f 0(Axþ h)2)TSx2: ð5:2Þ

A large value of q2 indicates that the chosen intensities x result
in calculated excitations that vary considerably between differ-
ent samples from the prior distribution of photoreceptor
properties. We are less certain that the calculated excitations
match the desired target values. Conversely, a smaller value
of q2 indicates that we are more certain that the calculated
values match the desired target excitations. Thus, we wish to
minimize q2 while also matching the target excitations. To
do this, we apply a two-step procedure. The first step uses
the mean spectral sensitivities and fits the excitation values
as described in equation (3.7). We use the fitted x from the
first step as our initial guess for the second step. In the
second step, we minimize q2, while constraining our solution
for x to not deviate significantly from our fit in the first step:

minimize q2

subject to kw� ðf ðAxþ hÞ � eÞk2 , d

and ‘ � x � u:

ð5:3Þ

δ is the value of the objective function after optimizing x in the
first step plus some added small value. δ may even be zero in
an underdetermined system as multiple solutions can exist
that give an optimal fit but have different values for the overall
uncertainty q2.

As an example, we consider two photoreceptors with spec-
tral sensitivities that follow a Gaussian distribution (figure 4a)
and an underdetermined stimulus system consisting of a UV,
green and orange LED (figure 2g). The widths of the sensi-
tivities vary between 30 and 70 nm and between 60 and 100
nm for each photoreceptor, respectively. The peaks of the sen-
sitivities vary between 420 and 460 nm and between
500 and 540 nm for each photoreceptor, respectively. Changing
the width and/or peak of the spectral sensitivity of either
photoreceptor will affect the calculated capture for each LED
differently. As an example of fitting using equation (5.3), we
take a look at four different relative capture values (figure
4b). All four values are within the gamut of the stimulation
system for the expected spectral sensitivities. As this is an
underdetermined system, we can findmultiple LED intensities
x that fit the desired capture values for the expected sensi-
tivities (figure 4c). Using only the standard fitting procedure
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from §3b, we find a set of intensities that has the smallest
L2-norm (X symbols in figure 4c). If we subsequently optimize
to minimize the variance q2, the fitted intensities x can differ
significantly from the first fitting procedure (open squares in
figure 4c). However, the overall goodness-of-fit for the expected
target excitations is not affected as the solution has simply
moved within the space of possible optimal solutions (lines
in figure 4c). To get a better idea of how fits differ between
the original approach and this variance minimization
approach, we drew many random capture values that are
inside and outside the system’s gamut (figure 4d ). After fitting,
we calculated the average R2 scores of the two approaches for
all samples from the prior distribution of spectral sensitivities.
We find that on average the variance minimization approach
improves the R2 score when considering a distribution of poss-
ible spectral sensitivities (figure 4e).

The variance minimization approach works well when the
goal is to fit particular excitation values (e.g. to span the exci-
tation colour space, as in §4b). However, if the goal is instead to
fit particular spectral distributions, the method can lack accu-
racy because the corresponding target excitation values are not
unique owing to uncertainty of photoreceptor sensitivities. To
deal with this problem, we can increase the number of photo-
receptors we use to fit artificially by adding different samples
of sensitivities to the estimation procedure and weighting
them by their prior probability. We can still perform variance
minimization as a second step, if the sampled sensitivities
cover a range of possible excitation values.

A final approach to dealing with uncertainty of the spec-
tral sensitivities is to update the prior distribution of the
sensitivities with different behavioural and/or physiological
data. Besides the more classical approaches to assessing the
spectral sensitivity of photoreceptors and the dimensionality
of colour vision, sets of metameric stimuli can be designed to
probe the responses of various neurons responding to visual
inputs. For example, the lines in figure 4c correspond to a
range of metameric stimuli that match the four example
target captures in figure 4b. In the drEye package, we provide
various ways to design metameric stimuli. For another
example, we have measured the responses of photoreceptor
axons in the fruit fly to stimuli that simulate the spectrum
of one LED and then compared this response with the
response of the neuron to the actual LED (electronic sup-
plementary material, figure S7). If the responses match, the
sensitivities used are a good approximation within the wave-
length range tested. However, care should still be taken as
different sensitivities can still produce the same response in
a (randomly) chosen neuron or behaviour. Thus, many
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different types of neurons should be measured and stimuli
tested for validation purposes.
 80
6. Application to patterned stimuli
So far, we have not explicitly considered the spatial aspect of
chromatic stimuli. Our method can be used to display not
only full field stimuli but also patterned stimuli, simply by
applying it pixel by pixel. However, specific considerations
need to be taken into account when it comes to these types
of stimuli, which depend both on the animal and on the
hardware.

Our method can directly be applied to LCD screens and
any other screens that pack small LEDs onto single pixels
[38], as long as the set of light sources is adequate for the
animal in question (see §3c). However, if the gamut afforded
by the available set of LEDs used in a particular display is
small, it will require a change in the LED set at every pixel,
a time-consuming and expensive task. In such cases, projec-
tors offer a more flexible and affordable solution, as these
only require replacing a single set of light sources by either
swapping one or more LEDs or filters or using fibre optics
to couple an external light source [21,39]. However, the effec-
tive use of our method in the context of this type of hardware
depends on two factors: the dimensionality of colour vision
and the flicker fusion rate of the animal of interest.

Indeed, the core principle of projector design relies on ‘tem-
porally’ mixing light sources in different ratios in repeating
patterns of subframes, and doing so at a higher frequency
than the flicker fusion rate of the viewer (figure 5a). In most
modern video projectors, this mixing occurs independently at
each pixel, owing to an array of mirrors that are synced with
each subframe and thus allow a patterned image to be
formed. This method at its core is equivalent to the algorithm
we presented above, mixing in time instead of space.

Importantly, in such systems, each subframe is dedicated to
one light source. Therefore this subframe structure typically
limits the experimenter to use only up to a number of inde-
pendent light sources equal to the number of subframes, to
reconstruct a light spectrum at each pixel. If this number is
equal to or larger than the number of photoreceptor types
of a given animal, and if the refresh rate of the hardware is
higher than the flicker fusion rate of the animal, the algorithm
detailed above can be applied to reconstruct patterned
images. However, when either or both of these conditions
are not met, the method is not suitable. If there are fewer sub-
frames than photoreceptor types, the gamut of the system
will be too small to properly reconstruct most images. If the
flicker fusion rate of the animal is higher than the refresh
rate of the hardware, the temporal mixing will not work,
and the subframes will be seen as flickering.

For such cases, we have instead developed a different
algorithm that can alleviate either problem, by allowing the
use of a higher number of light sources than subframes and
using the high spatial-spectral correlations existing in natural
images, to optimally mix light sources in each subframe. We
take advantage of modifications to some projector systems
that allow a more flexible use of their subframe structure.
This flexibility in practice lifts the requirement of one dedi-
cated light source per subframe, giving the user control
over the spectral composition of each subframe [21,39].

As pixel intensity and light source intensities can be
manipulated independently, the aim of our algorithm is to
find the best light source intensities X (sources × subframes)
and pixel intensities P (subframes × pixels) for each indepen-
dent subframe, so that they match the target photoreceptor
excitations E (photoreceptors × pixels) of the whole image:

E � f(AXPþ h): ð6:1Þ

The light sources are constrained by the lower ℓ and upper u
bound intensities they can reach, whereas the pixel intensities
are parameterized, so that 1 allows all light from the light
sources to go through and 0 does not allow any light to go
through (i.e. luminosity). We fit P and X using an iterative
approach similar to common electron microscopy-type algor-
ithms, where we fix either P or X at each iteration while fitting
the other using the same nonlinear least-squares approach as
previously. To initialize both P and X, we first decompose the
relative capture matrix of the image Q (photoreceptors ×
pixels) using standard non-negative matrix factorization.
This returns two non-negative matrices P0 (subframes ×
pixels) and Q0 (photoreceptors × subframes), whose dot
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product approximates Q. P0 is normalized so that its maxi-
mum is 1 and used as the initial matrix for P. For each
column—i.e. each subframe—in Q0, we apply the nonlinear
transformation to obtain excitation values and then fit light
source intensities according to our objective function in
equation (3.7). Using the initial values for P and X, only a
few iterations are needed (usually fewer than 10) to obtain
a good fit for reconstructing the image.

As an example, we fit a hyperspectral image of a
calendula flower [40] given the bee and the zebrafish photo-
receptor sensitivities and their corresponding optimal LED
sets (figure 5). For both animals, we set the number of sub-
frames to be smaller than the number of photoreceptor
types (2 subframes for the trichromatic bee and 3 subframes
for the tetrachromatic zebrafish), allowing a high projector
frame rate and high image bit-depth to be set given the exper-
imenter’s hardware. Despite having fewer subframes than
photoreceptors, we are able to achieve good fits by mixing
LEDs available in each subframe at different intensities,
showing that we can effectively increase the refresh rate of
a projector system for trichromatic animals, or use four
LEDs for tetrachromatic animals, without sacrificing our
fits. It is important to note that, although this method
works well in most cases, it may sometimes be impossible
to achieve perfect fits for every photoreceptor, depending
on the given photoreceptor sensitivities and the spectral cor-
relations of the hyperspectral image. An example of this is
clear for the fitting of the S photoreceptor of the bee in our
example image, only reaching an R2 value of 0.753. In such
cases, hardware limitations may prompt the experimenter
to use more subframes at the cost of the projector frame rate.
7. Conclusion
While studies in trichromatic primates have benefited from
the wide adoption of consistent methods for designing chro-
matic stimuli, studies in other animals have suffered from a
lack of uniform methodology. This has resulted in difficulties
in comparing experimental results both within and between
animals. More generally used chromatic stimuli—e.g. using
monochromators or standard RGB displays—also do not
take into account the colour space of the animal under inves-
tigation and usually give an incomplete description of the
properties of a colour vision system. Furthermore, with the
currently available techniques, it has been challenging to
design more natural stimuli, especially natural images, and
thus understand the role of spectral information in processing
ecologically relevant scenes.

Here, we present a method for designing chromatic
stimuli, founded on colour theory, that resolves these issues
and can suit any animal where the spectral sensitivities of
photoreceptors are known using a minimal visual stimulation
system. Specifically, we provide a series of tools to reconstruct
a wide range of chromatic stimuli such as targeted and
random stimuli as well as hyperspectral images. We offer
refinements to our methods to handle various nuances of
colour vision, such as uncertainty in spectral sensitivities or
handling out-of-gamut colour reconstruction. Even though
our methods are hardware agnostic, we provide guidelines
for assessing the suitability of a given stimulus system or
selecting de novo light sources. Because our methods do
not depend on the stimulation device itself, they can serve
as a colour management tool to control stimulus systems
within and between laboratories and therefore improve
reproducibility of experimental results.

In addition to the tools that we present here, our Python
package drEye contains other tools that we have only men-
tioned briefly or omitted. These include efficient and even
sampling of the available gamut, designing metameric pairs
in underdetermined stimulation systems, and finding silent
substitution pairs [42] (e.g. electronic supplementary
material, §D). In addition, we have focused here on receptor
spaces as a foundation for building stimuli; however, if
further transformations of receptor excitation, such as
opponent processing, are known, these can also be included
using our package, allowing the user to work in a space
that might be ‘closer’ to the animal’s perceptual space.
Future updates will include new features such as the possi-
bility of taking into account the varying spatial distribution
of photoreceptor types across the eye of many animals [41].
With the aim of making adoption of our methods effortless,
we provide our open-source drEye API and have created an
accessible web application, which will be easy to use, regard-
less of coding proficiency.
Data accessibility. The drEye Python package is available at https://
github.com/gucky92/dreye, and a list of the essential dependencies
is provided as electronic supplementary material, table S1 [43]. Tutor-
ials for using the different methods mentioned in the paper and
additional approaches that were omitted can be found in the docu-
mentation for the package at https://dreye.readthedocs.io/en/
latest/. The Web app associated with drEye is available at https://
share.streamlit.io/gucky92/dreyeapp/main/app.py.
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