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ABSTRACT: Electrons can tunnel between cofactor molecules positioned
along biological electron transport chains up to a distance of ≃ 20 Å on the
millisecond time scale of enzymatic turnover. This tunneling range
determines the design of biological energy chains facilitating the cross-
membrane transport of electrons. Tunneling distance and cofactors’ redox
potentials become the main physical parameters affecting the rate of electron
transport. In addition, universal charge-transport properties are assigned to
all proteins, making protein identity, flexibility, and dynamics insignificant.
This paradigm is challenged by dynamical models of electron transfer,
showing that the electron hopping rate is constant within the crossover
distance R* ≃ 12 Å, followed with an exponential falloff at longer distances.
If this hypothesis is fully confirmed, natural and man-made energy chains for
electron transport should be best designed by placing redox cofactors near
the crossover distance R*. Protein flexibility and dynamics affect the magnitude of the maximum hopping rate within the crossover
distance. Changes in protein flexibility between forward and backward transitions contribute to vectorial charge transport. For
biological energy chains, charge transport through proteins is not defined by universal parameters, and protein identity matters.

■ INTRODUCTION
Experimental studies of tunneling in biology were initiated by a
1966 paper by DeVault and Chance.1 They reported the
kinetics of oxidation of cytochrome proteins by photoexcited
reaction centers of photosynthetic bacterium Chromatium. The
half-time of the reaction was found to increase from ≃ 2 μs at
room temperature to ≃ 2.3 ms at 100 K and stayed nearly
constant down to 35 K (Figure 1). The fast component of the

reaction dynamics followed Arrhenius kinetics, but the slow
decay was found to be “very nearly if not actually temperature
independent”.1 Tunneling was proposed to explain observa-
tions, and that set in motion an extensive research program to
study tunneling and, more generally, quantum effects in
biology.2

Tunneling is presently an accepted view to explain transport
of two subatomic particles responsible for all energy of life: the
electron and the proton.2 The cross-membrane separation of
electrons and protons is the basis of Mitchell’s chemiosmotic
hypothesis.3,4 The question that has haunted several
generations of scientists is whether transport of charges occurs
as a coherent process, through conduction bands,5−7 or
through multiple decoherent tunneling hops between sites of
charge localization. Despite a number of suggestions of
coherent transport through biopolymers,8−10 the prevailing
view is that intraprotein charge transport occurs through
decoherent hops between redox cofactors intercalated in the
protein fold.11,12 Proteins can also polymerize in nanowires to
deliver electrons over micrometer distances in the process
called extracellular electron transfer.13,14 However, in that case
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Figure 1. Rate constant for cytochrome oxidation by photoexcited
reaction center of the photosynthetic bacterium Chromatium.1 The
activation barrier is nearly zero at T < 100 K as explained by
prevalence of tunneling. Adapted with permission from D. DeVault
and B. Chance, Studies of Photosynthesis Using a Pulsed Laser I.
Temperature Dependence of Cytochrome Oxidation Rate in
Chromatium. Evidence for Tunneling, Biophys J. 1966 6, 825.
Copyright 1966 by Elsevier.
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as well, the prevailing conductivity mechanism is thought to be
incoherent hops between sites of electron localization.15−17

Electron tunneling between localized states follows Gamow’s
prescription18 of under-barrier transition between two
unperturbed stationary eigenstates at the opposite sides of
the tunneling barrier. If the energies of quantum states
involved in tunneling are equal, the probability of penetrating
the barrier scales exponentially, [ ]Rexp , with the barrier
width R often viewed as the edge-to-edge distance between the
molecules involved.19 This exponential falloff of the tunneling
probability is retained in the so-called electronic coupling
promoting electronic radiationless transitions (without a
photon involved20)

V R R( ) exp
1
2
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where γ is the inverse tunneling decay distance.
The electronic coupling is the perturbation of the electronic

Hamiltonian that brings about electronic transitions between
electronic states spatially localized at the donor and acceptor. It
defines the rate constant for nonadiabatic (NA) electronic
transitions according to Fermi’s golden rule equation21

=k V R X2
( ) ( )NA

2
(2)

The rate constant kNA describes the single-exponential decay of
the donor population after the transition has been initiated.
This is typically achieved by photoexcitation,22 as was realized
by photoexciting the reaction center’s primary pair in the
DeVault and Chance experiments.1

The reaction coordinate X in eq 2 was introduced by Lax20

and later by Warshel23 as the collective coordinate monitoring
the progress of a radiationless transition. Given that resonance
of the initial and final energies is required for tunneling, X is
defined as the difference (energy gap) between the final, E2(q),
and initial, E1(q), energies specified on the manifold q of the
medium’s nuclear degrees of freedom

=X E Eq q q( ) ( ) ( )2 1 (3)

The delta-function δ(X) in eq 2 imposes the condition X(q) =
0 of tunneling resonance.
The average ⟨··· ⟩ in eq 2 is taken over the statistical

configurations of nuclear coordinates q. The donor−acceptor
distance R is a part of this manifold and can fluctuate as a result
of thermal agitation.9,24 If the donor−acceptor complex is
sufficiently rigid, one can separate the equilibrium electronic
coupling Ve at the equilibrium donor−acceptor distance Re
from fluctuations of the coupling due to distance changes δR =
R − Re. One therefore finds that the rate constant is
proportional to Ve

2 and exponentially decays with the
equilibrium distance

k V e R
NA e

2 e (4)

Alternatively, when fluctuations of the coupling are significant,
as is the case with azurin electron transfer, one defines

=V V R( )e
2 2

(5)

at Re = ⟨R⟩.
A significant body of experimental work went into studies of

the distance decay of kNA. Specifically, Winkler and Gray
introduced the technique of attaching a photoexcitable RuII
complex to the surface of a redox-active protein. By varying the

attachment site, an impressive range of donor−acceptor
distances was sampled12,25,26 (Figure 2). These studies have

resulted in an average value of γ ≃ 1.1−1.2 Å−1 assigned to
protein media. A similar value, γ ≃ 1.4 Å−1, was extracted from
studies of kinetics of photosynthetic reactions27,28 (Figure 3).

The available data allow a significant simplification of the
theory of protein electron transfer28 in terms of electronic
coupling and the activation barrier ΔF†. The activation barrier
is obtained by taking the statistical average of the delta-
function in eq 2 in the framework of Marcus theory29 leading
to an analytical formula for the nonadiabatic rate constant

†
k V e F

NA e
2 (6)

Here, = k T( )B
1 is the inverse temperature, and the

activation barrier ΔF† is specified in Marcus theory by two
parameters, the reaction free energy ΔF0 and the reorganiza-
tion energy λ

Figure 2. Rate constants of activationless electron transfer vs the
donor−acceptor distance for Ru-modified proteins: azurin (black),
cytochrome c (blue), cytochrome c-b562 (cyan), and high-potential
iron protein (red).26 The dashed black line is drawn through the
azurin data with an exponential decay constant of 1.04 Å−1. The
experimental results (points) are adapted with permission from H. B.
Gray and J. R. Winkler, Natural engineering principles of electron
tunneling in biological oxidation−reduction, Chem. Sci. 2021, 12,
13988. Copyright 2021 by Royal Society of Chemistry.

Figure 3. Rate constants of electron transfer in photosynthetic
reaction centers vs the edge-to-edge distance Re‑e between the redox
cofactors (points).11 The rate constants are recalculated to the values
of the zero activation barrier. The dashed line is the linear fit through
the point with the slope γ = 1.4 Å−1. The plot is adopted with
permission from C. C. Moser et al., Nature of biological electron
transfer, Nature 1992, 355, 796. Copyright 1992 by Nature.
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A “universal” value of the reorganization energy λ ≃ 0.8 eV is
typically assigned to protein electron transfer.27

The combination of eqs 6 and 7 offers a universal picture of
protein electron transfer. Both the tunneling decay parameter γ
and the reorganization energy λ are viewed as parameters
generic to protein media. The only parameters left to tune the
reaction rate are the donor−acceptor distance and the reaction
free energy. This picture also suggests that the closest packing
of cofactors allowed by steric constraints is the best strategy to
maximize molecular/protein conductivity.16,30 Such close
packing is not required in biological energy chains, where
the limiting factor is the catalytic turnover rate,27 leading to the
donor−acceptor distance R = RD ≃ 12−15 Å (Dutton radius)
for reactions with near zero reaction free energy (ΔF0 ≃ 0).
This distance can be extended to ≃ 21 Å for activationless
transitions26 (−ΔF0 = λ in eq 7).
The universal, based on the golden rule (eq 2) view of

protein electron transfer comes in stark contrast to many early
and modern ideas advocated to explain the catalytic effect of
enzymes. An early explanation of the catalytic effect is due to
Pauling,31 who suggested that enzymes preferentially stabilize
the reaction activated state, thus reducing the barrier. This
view is clearly inconsistent with the theory of nonadiabatic
electron transfer operating in terms of equilibrium free energies
(λ and ΔF0) and does not involve any notion of the transition-
state configuration and its stabilization by the protein. A more
recent suggestion incorporates nonstatistical, dynamical
aspects of protein flexibility32 as a potential reason for the
catalytic effect.33−35 It is nevertheless obvious that none of
these concepts have entered the present formulation of the
theory of protein electron transfer. The present-day universal
theory does not involve individual properties of a specific
protein, such as dynamics, elasticity, conformational flexibility,
etc. The formalism discussed here aims to change this view.
We offer a formalism that incorporates protein elasticity into

the rate of electron transfer in the form of elastic modulation of
the tunneling probability. The calculations performed here
suggest that most intraprotein electron-transfer reactions are
controlled by the medium dynamics and not by the tunneling
probability. Tunneling becomes important only at distances
exceeding the crossover distance R*, at which the dynamical
control of the rate constant is switched to the tunneling
control. Therefore, no reaction speedup can be achieved by
placing redox cofactors at distances closer than the crossover
distance, and optimal rate of electron transport is achieved
when cofactors are placed at separations close to R*.
The demand to develop a framework alternative to the

theory of nonadiabatic electron transfer (eqs 6 and 7) came
from a somewhat unexpected direction. Advances in electro-
chemistry of redox species attached to monolayers self-
assembled at the metal electrode36 have led to the develop-
ment of thin-film electrochemistry of redox-active pro-
teins.37−40 This technique provides the dependence of the
electrochemical rate constant on the thickness of the
monolayer, i.e., on the tunneling distance.41−44 While the
value γ ≃ 1 Å−1 from solution studies (Figures 2 and 3) was
confirmed by electrochemical measurements (Figure 4),
unexpected results have also emerged.

First, it was discovered that the rate constant saturates to a
plateau at distances R < R* ≃ 12−15 Å. Surprisingly, one finds
that the crossover distance falls close to the Dutton radius

*R RD (8)

Second, the reorganization energies measured by electro-
chemistry are consistently below the “universal” value of 0.8
eV, falling in the range 0.2−0.5 eV. The first observation is
explained by the dynamical control of electron transfer.46−50

This general formulation yields the rate constant of electron
transfer kET as the ratio of the nonadiabatic, golden rule
expression (eq 2) and the correction factor 1 + g

= +k g k(1 )ET
1

NA (9)

Importantly, the crossover parameter

g VX e
2 (10)

in eq 9 is proportional to the product of the squared electronic
coupling Ve

2 and the relaxation time τX of X(t) supplied
experimentally or computationally by the Stokes-shift dynam-
ics.51,52 Therefore, with decreasing the donor−acceptor
distance and thus increasing the electronic coupling Ve, one
arrives at the crossover condition g(R*) = 1. At R < R*, the
squared electronic coupling Ve

2 cancels out from the numerator
and denominator in eq 9, and the rate constant switches from
the nonadiabatic, distance-dependent function to the limit of
Kramers kinetics53−55

k XET
1 (11)

The rate constant reaches a plateau and does not depend on
electronic coupling anymore (Figure 4).
Even though measurements seem to be qualitatively

consistent with the view of the dynamical control of electron
transfer, an attempt to fit the data to the standard model46−50

Figure 4. Apparent rate constants of electron transfer between a metal
electrode and different proteins immobilized on SAMs of varying
thickness: azurin (black) and cytochrome c on CO2 -terminated SAMs
(CytC, red). The dashed lines are fits to eq 9 assuming an exponential
falloff of the electronic coupling (eq 4). The open points (Azurin/Ru
and CytC/Ru) are taken from solution measurements in Figure 2 and
vertically shifted to align with the electrochemical data. Note a very
good agreement in the distance decay between electrochemical and
solution measurements for azurin. The experimental results are
reproduced with permission from26,45 H. B. Gray and J. R. Winkler,
Natural engineering principles of electron tunneling in biological
oxidation−reduction, Chem. Sci. 2021, 12, 13988. Copyright 2021 by
Royal Society of Chemistry; D. Alvares-Paggi et al., The role of
protein dynamics and thermal fluctuations in regulating cytochrome
c/cytochrome c oxidase electron transfer, Biochim. Biophys. Acta -
Bioenergetics 2014, 1837, 1196. Copyright 2014 by Elsevier.
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has produced the Stokes-shift relaxation time τX ≃ 200 ns,38

which is much higher than anticipated either from solution
measurements56 or from molecular dynamics simulations of
the half redox reaction of cytochrome c.57 The mystery was
resolved by allowing fluctuations of the donor−acceptor
distance,44,58 producing a new time scale

= D( )R
2 1

(12)

This is the time required for the redox-active protein to diffuse
through the tunneling decay distance γ−1 with the translational
diffusion constant DR. The time τγ competes with τX for the
dynamical control of the reaction rate, but, even more
importantly, the Stokes-shift relaxation time becomes modified
with a factor carrying the information about the protein
elasticity in the form of the variance of the donor−acceptor
distance = R( )R

2 2

= Rexp
3
2

( )X Xeff
2 2
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Protein flexibility enters the theory through both the dynamics
of the donor−acceptor distance and its statistical variance. The
effective time entering the dynamical crossover parameter g
becomes longer for media allowing donor−acceptor flexibility,
thus increasing the crossover distance R*.
As mentioned above (eq 8), the crossover length, R* ≃ 12−

15 Å,45 nearly coincides with the maximum distance ≃ 14−15
Å within which most activated electron-transfer reactions are
found in biological energy chains.26,59 If R* found by
electrochemistry can be extended to intraprotein electron
transfer, that would imply that most intraprotein electron-
transfer hops occur in the limit of dynamical control when
tunneling does not affect the rate. Experiments by DeVault and
Chance, discussed at the beginning of this section, apply to
interprotein electron transfer and might still be controlled by
tunneling. However, one faces a number of significant
questions, including the issue of the magnitude and temper-
ature dependence of the Stokes-shift relaxation time. Given
that the relaxation time becomes slower with lowering
temperature, the crossover distance R*, g(R*) = 1 is expected
to grow with cooling (eq 10). Therefore, even if interprotein
electron transfer is controlled by tunneling at high temper-
atures, it might fall under the umbrella of dynamical control
with cooling.
The present article extends our previous results60 for

intraprotein electron transfer between tryptophan (Trp)
residue of azurin and its active site to a single-residue mutation
replacing tryptophan with tyrosine (Tyr, Figure 5). The
reaction of transferring the hole from Trp to CuI of the active
site was studied experimentally by Shih et al.,61 and the
reaction time of τET ≃ 31 ns was reported. Trp−Tyr mutation
was also attempted but resulted in no observable transition.
Our calculations confirm a significant rate constant drop upon
mutation.
The hole on Tyr is experimentally created by photo-

excitation of a ReI-diimine complex attached to the protein
surface and labeled A* in the following reaction scheme

* +(0) A Tyr Cu (1) A Tyr Cu

A Tyr Cu (2)

I I

k IIET (14)

The cation radical Tyr+ is produced in less than 1 ps, followed
with electron transfer from the active site of azurin to Tyr+.

This is the reaction studied here by combining the analytical
dynamical theory of electron transfer62 with classical molecular
dynamics (MD) simulations.
The tyrosine cation radical Tyr+ is unstable in the aqueous

solution and is expected to lose a phenolic proton also in the
protein environment.63 We therefore additionally studied the
reaction of electron transfer from the azurin active site to
deprotonated neutral tyrosyl radical Tyr•

• •(1) Tyr Cu Tyr Cu (2)I k IIET
(15)

This reaction channel assumes that deprotonation occurs faster
than electron transfer in the mechanism shown in eq 14.

■ RESULTS
Dynamical Theory of Protein Electron Transfer. The

dynamical formulation of the theory of protein electron
transfer is complicated by the fact that a number of competing
nuclear modes, relaxing on similar time scales, affect the
reaction dynamics near the crossing point of the free energy
surfaces along the reaction coordinate X. The crossing point
specifies the activation barrier, and the competing time scales
enter the dynamical crossover parameter g in eq 9. The most
significant nuclear modes competing in the pre-exponential
factor of the rate constant are the medium polarization and the
donor−acceptor distance. The dynamics of these two nuclear
modes are coupled in the parameter g given by the following
equation62

=
+†

g
V

F R

2 e

2 4( / ) ( )
X

X

R

X R

e
2 3 ( ) /2

2 2

2 2

(16)

Here, = k T2X
2

B is the variance of the electron-transfer
energy gap from polarization fluctuations. All parameters in eq
16, except for γ, depend on the electron transfer state i = 1 and
2; this dependence is dropped for brevity. We discuss the
magnitude of g for the charge-transfer reaction 1 → 2 shown in
eqs 14 and 15. The simulation protocol for producing
trajectories X(t) and R(t) follows our previous study of wild
type azurin and is described in the Supporting Information
(SI). Here, we focus on the results.
The crossover parameter in eq 16 depends on the Stokes-

shift relaxation time τX and the relaxation time of the donor−
acceptor dynamics τR. Both are calculated as average (integral)
relaxation times from the corresponding normalized time
correlation functions

Figure 5. Drawing of the Cu-ligated active site and the tyrosine (Tyr)
residue of azurin (PDB 1AZU). The distance between Cu and the
center of mass of the phenol ring of Tyr is Re = 8.5 Å for the neutral
Tyr state and 9.7 Å for the cation radical state Tyr+.
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where the variable Y(t) is either X(t) or R(t) and δY(t) = Y(t)
− ⟨Y⟩i; ⟨ ··· ⟩i specifies an ensemble average in two different
electron-transfer states i = 1, 2 (eqs 14 and 15). These
calculations (SI) show that electrostatic interactions and the
donor−acceptor distance relax on comparable time scales
(Table 1).
Another significant parameter is the protein flexibility

expressed in terms of the donor−acceptor distance variance
= R( )R i i,

2 2 (Table 1). The average distance between
tyrosine’s phenol ring and the Cu atom of the active site ⟨R⟩i
changes somewhat between the two states, but the main
structural difference between the two electron-transfer states is
in the distance variance. Consistent with our previous
simulations of wild type azurin,60 the state with a higher
number of water molecules around the residue shows a greater
distance flexibility. In the present simulations, a larger number
of water molecules was found around neutral Tyr (Figure
S17), which is reflected by a broader distribution of donor−
acceptor distances (Figures S5 and S6) and a larger distance
variance (Table 1). It appears that better hydrated active sites
are also more flexible.
For the dynamic parameters listed in Table 1 and ΔF† ≃

0.02 eV calculated below, we find that the first term under the
square root in the denominator of eq 16 dominates over the
second term. The crossover parameter can be simplified in this
case to the following expression in which only the Stokes-shift
relaxation time enters the crossover parameter

=
†

g
V

F
e
2

eff
(18)

where τeff is given by eq 13, and g enters the rate constant pre-
exponential factor according to eq 9. The rate constant is in the
dynamics-controlled plateau region (Figure 6) at g > 1 and R <
R*.
Q-Model of Protein Electron Transfer. Calculating the

free energy barrier for electron transfer requires constructing
the free energy surfaces of electron transfer corresponding to
the initial, F1(X), and final, F2(X), states. The standard
approach29 is to produce crossing Marcus parabolas with the
activation barrier given by eq 7. This approach is, however, not
applicable to the energetics of electron transfer in azurin.
The two electron-transfer states in eq 14 are characterized

by different wetting patterns of the Tyr residue (Figure S17).
The consequence of this new physics is that the reorganization
energy from the energy gap variance becomes state-dependent
(Table 1)

= X
1
2

( )i i
2

(19)

These two values of the variance reorganization energy are also
different from the Stokes-shift reorganization energy64

= X X2 St
1 2 (20)

where Xi = ⟨X⟩i are two average values of the energy gap
calculated from trajectories in equilibrium with the corre-
sponding electron-transfer state i = 1, 2. In Marcus theory, all
three reorganization energies are equal: λSt = λ1 = λ2. Their
inequality demands an extension to nonparabolic free-energy
surfaces delivered here by the Q-model of electron transfer.65

This model stipulates the following inequality between three
reorganization energies

< <1
St

2 (21)

where λ1 and λ2 can be swapped to match a given reaction. The
main requirement for the model to be mapped on a specific
physical situation is that the Stokes-shift reorganization energy
falls between two variance reorganization energies.
The Q-model is based on three independent parameters: any

two reorganization energies out of λi, and λSt can be used along
with the experimental reaction free energy ΔF0 to construct
Fi(X) (see SI for details). The reaction free energy ΔF0 for the
reaction in eq 14 requires the reduction potentials of azurin,
equal to E0 = 0.341 V,66 and of Tyr+/Tyr•. The radical cation
tyrosine is unstable and loses its phenolic proton in solution to
give the neutral tyrosyl radical Tyr•. The formal potential of
Tyr• is 1.0 V against NHE. The potential for the cation radical
has been estimated as 1.38 V in water and even higher, ≃ 1.8−

Table 1. Reorganization Energies and Activation Barriers (eV) for the Forward and Backward Transitions in the Charge Shift
Reactions in eqs 14 and 14 at T = 300 K

State λ λSt ΔF† τX
a τR ⟨R⟩b R* ⟨(δR)2⟩b gc τETd

Tyr+ − CuI 1.03 1.30 0.02 8.5 18.3 9.7 10.8 0.09 9 0.047
Tyr − CuII 2.01 1.05 10.4 58.0 8.5 10.8 0.42 62
Tyr• − CuI 1.11 1.63 0.23 75.6 72.8 9.8 11.4 0.10 20 445
Tyr•− − CuII 2.23 0.57 42.7 41.9 8.9 13.7 0.93 4814

aRelaxation times (ps) for the Stokes-shift dynamics τX and for the donor−acceptor distance τR.
bThe average donor−acceptor distance (Å) and its

variance (Å2). cThe dynamical crossover parameter (eq 16). d = kET ET
1 in ns; backward reactions are much slower, τET ≃ 3 s for eq 15.

Figure 6. Rate constant of 1 → 2 electron transfer (eq 14) vs the
distance between the Cu atom of the active site and the center of mass
of the tyrosine phenol ring (Figure 5). The calculated nonadiabatic
rate constant kNA (eq 6, dashed-dotted line) is compared to the full
electron-transfer rate constant kET (eq 9, solid line). The horizontal
dashed line shows g(R*) = 1, R* = 10.9 Å, and the vertical dotted line
indicates the equilibrium distance Re = ⟨R⟩1 = 9.7 Å from MD
trajectories.
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1.9 V, in a dehydrated, low-dielectric protein environment.67

The reaction free energy for the reaction in eq 14 thus changes
between ΔF0 = −1.04 eV in the former case and ΔF0 = −1.46
eV in the latter.
Combining the Q-model parameters for the reaction in eq

14, one arrives at nonparabolic free energy surfaces shown in
Figure 7. The lower portion of each surface, shown by points,

is calculated directly from sampling the energy gap (eq 3) on
the MD simulation trajectories. In contrast, the upper portions
are obtained from the linear relations to which Fi(X)
satisfy23,68−70 if the statistics of the medium follows from the
Gibbs ensemble71

= +F X F X X( ) ( )2 1 (22)

Even though the surfaces Fi(X) are nonparabolic, eq 22 is
exactly satisfied by the Q-model.
The solid lines in Figure 7 are produced with the Q-model,

which is in good agreement with the simulation data. The main
result of these calculations is that the forward reaction in the
reaction scheme shown in eq 14 is essentially activationless,
with the activation barrier of ΔF† ≃ 17 meV. This result is not
significantly modified if the reduction potential of 1.8 V,
leading to ΔF0 = −1.46 eV, is adopted for Trp+/Trp•

reduction in a dehydrated protein medium. The reaction shifts
to the inverted region in this case, resulting in an even smaller
activation barrier of ΔF† ≃ 5 meV (Figure S15).
We have additionally applied the umbrella sampling

technique69,72,73 and simulated the system in the state halfway
between the initial and final states and characterized by the
Hamiltonian Hz = H1 + z(H2 − H1) (see SI). The
corresponding free energy surface is

= +F X F X zX( ) ( )z 1 (23)

which becomes F1(X) at z = 0 and F2(X) at z = 1. The
simulation was performed at z = 1/2. The red points in Figure
7 show F1(X) = F1/2(X) − X/2 and F2(X) = F1/2(X) + X/2.
The reduction potential of Tyr•/Tyr•− is 0.68 V, and the

reaction free energy for electron transfer becomes ΔF0 = −0.34

eV. The free energy surfaces are calculated for the reaction
mechanism in eq 15 from the reorganization energies listed in
Table 1 by applying the Q-model and are compared to direct
sampling of MD trajectories in Figure 8. The activation barrier
is significantly increased to ΔF† ≃ 0.23 eV in this case, making
the electron-transfer reaction much slower, as we discuss next.

Electronic Coupling and Rate Constants. The rate
constants of electron transfer were calculated from eq 9 by
including the nonadiabatic rate constant kNA and the dynamic
crossover parameter g in eq 9. The rate constant kNA was
calculated as elsewhere60 by adopting Ve (eq 6) as provided by
Voityuk74 (see SI)

=V R Rlog ( ) 1.73 0.42( /Å)10 e (24)

This calculation yields the reaction time = =k 4.6NA NA
1 ps

for the cationic Tyr (eq 14) and a much longer reaction time
of 21 ns for the tyrosyl radical (eq 15). Accounting for the
dynamic crossover parameter g in eq 9 leads to

= k 47ET ET
1 ps in eq 14 and 445 ns in eq 15. The reaction

time for the nearly activationless reaction involving Tyr+ is
similar to ≃ 40 ps reported for electron-transfer activationless
quenching of photoexcited Trp by heme of myoglobin (R ≃ 12
Å),75 but is much shorter than τET ≃ 31 ns reported61 for the
reaction involving Trp residue in wild type azurin. No reaction
was reported for the Tyr-substituted azurin mutant,61 and it
seems quite likely that Tyr+ loses its phenolic proton, switching
to a much slower reaction path involving the deprotonated
tyrosyl radical (eq 15). If this mechanism is adopted, the
present rate calculations are in agreement with measure-
ments.61

The electronic coupling given by eq 24 is consistent with
many ab initio calculations of electronic coupling,76−78 placing
it in the range Ve ≃ 1−10 meV for the donor−acceptor
distances studied here.79 Figure 9 compares Voityuk’s equation
with recent calculations of electronic coupling between heme
cofactors in filamentous outer-membrane cytochrome type S
proteins.80 On the other hand, recent time-dependent DFT
calculations of hole injection to azurin81 produced much
higher, 50−100 meV, electronic coupling between the Re

Figure 7. Free energy surfaces of electron transfer for reduction of
tyrosine cation radical (eq 14) calculated from the Q-model (solid
lines; see SI) and compared to MD simulations (points). The lower
points are from simulations of the 1 and 2 states in the reaction
scheme in eq 14. The upper portions of the simulation data are
obtained from the results around the minima by applying the linear
relation from eq 22. Red points are from simulations in the
intermediate state with z = 1/2 according to eq 23. The calculations
are based on the estimated value of the reaction free energy, ΔF0 =
−1.04 eV. (Figure S15 presents the results with ΔF0 = −1.46 eV).

Figure 8. Free energy surfaces for reduction of deprotonated Tyr• (eq
15) calculated from the Q-model (solid lines; see SI) and compared
to MD simulations (points). The lower points are from simulations of
the 1 and 2 states in the reaction scheme in eq 15. The upper portions
of the simulation data are obtained from the results around the
minima by applying the linear relation from eq 22. The calculations
are based on the estimated value of the reaction free energy ΔF0 =
−0.34 eV.
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complex (A* in eq 14) and the Trp residue of azurin placing
the reaction step 0 → 1 in eq 14 to the domain of adiabatic
electron transfer.82 In contrast, electron transfer discussed here
(second step, 1 → 2, in eq 14) is a nonadiabatic reaction
controlled by medium dynamics.46−50 The rate constants in
both regimes, adiabatic and medium-controlled nonadiabatic,
do not depend on electronic coupling.
To justify the use of eq 24, we calculated V(R) between Tyr

and the active site of azurin both in a vacuum and in the
protein (see SI). The value of coupling in the protein is highly
fluctuating between different protein configurations.9,24 Given
that the standard deviation is of the same order of magnitude
as the average, the mean value is not well-defined, and eq 5 was
used to estimate Ve at Re = ⟨R⟩. These results are shown by the
red points in Figure 9. A good agreement with eq 24 justifies
its use to produce the distance dependence of the rate constant
(Figure 6).
The variance of the donor−acceptor distance turns out to be

much larger for the oxidized state of the active site for both
reaction mechanisms (Table 1). This change in the distance
variance, implying a more flexible protein structure, leads to a
substantial increase in the effective relaxation time (eq 13) and
a corresponding increase in the dynamical parameter g in the
rate constant in eq 9. Given that all forward and backward
reactions studied here fall in the dynamics-controlled regime of
electron transfer, g > 1, the backward transitions are slowed
down not only by their corresponding activation barriers but
also by the rate constant pre-exponential factors scaling in this
case as g−1. Asymmetry between forward and backward charge
transfer, contributing to unidirectional charge flow, has both
thermodynamic and dynamic origins.
A small activation barrier found here for the protonated Tyr+

and for the wild-type Trp residue in our previous calculations60

is consistent with nearly temperature-independent rates
observed for wild-type azurin:83 the rate constant is unaffected
by temperature between 220 and 300 K and even increases
when the temperature is lowered to 170 K. The barrier can
shift to lower values with lowering temperature due to protein
compression affecting the component of Xi arising from
induction interactions of the transferring electron with the
electronically polarizable medium.64 Conductivity of the entire
azurin in a solid-state junction (with no hydration water) is
temperature-independent down to 4 K.84 Charge transfer
between Trp and the active site is the rate-determining step in
the delivery of the hole to the protein surface61 in a sequence
of steps with reaction times τi. Given that the overall rate is

=k ( )i i
1, the activationless character of the rate-

determining step might explain the overall independence of
azurin’s conductivity of temperature. Note that the rate
becomes temperature-dependent above 200 K when Cu is
replaced by other metals or removed from azurin.85,86 This
result can be caused by an alteration of ΔF0 resulting in a
higher activation barrier.
The reduction of Tyr+ occurs on the fast time scale of 40−

50 ps and can potentially compete with deprotonation of Tyr+
losing its phenolic proton.63 Fast electron transfer, however,
refers to the hydrated configuration of the Tyr pocket, which is
accomplished on the time scale of ≃ 150 ns (Figure S16).
Given that electron transfer to the deprotonated tyrosyl radical
Tyr• is about 104 times slower, the competition between the
rate of wetting/deprotonation and the rate of direct electron
transfer becomes essential given that tyrosines are viewed as
elements of chains of aromatic residues transporting oxidizing
electron holes to avoid oxidative damage to enzymes’ active
sites.16,26,61,87−89

Limitations and Empirical Evidence. The main result of
our simulations and calculations is that the electron transfer in
azurin is dynamically controlled. We find g ≫ 1 (Table 1),
significantly reducing the rate constant compared to the values
anticipated by standard nonadiabatic theories of protein
electron transfer (eq 6). Electronic tunneling does not affect
the rate in this limit, and the rate constant is instead affected by
the protein identity (dynamics and flexibility).
One wonders if empirical evidence supports this picture.

Protein thin-film electrochemistry (Figure 4) provides strong
support, but there are no complementary data collected for
reactions in solution. The distance decay of azurin reaction
rates is highly consistent between electrochemical and solution
experiments (open and closed circles in Figure 4). However,
the solution measurements do not reach the turning point at R
≃ R*, falling short of confirming the dynamical control of
protein electron transfer. Alternative evidence comes from the
kinetic isotope effect when electron-transfer rates in normal
and heavy water are compared. There is no theoretical reason
for water deuteration to affect the activation barrier within the
classical Marcus picture of crossing parabolas.90 Nevertheless, a
number of recent reports have demonstrated a substantial
effect of deuteration on the rate of protein electron
transfer.17,41,91 This kinetic isotope effect can be attributed
to altering dynamics of the protein upon deuteration for
reactions controlled by dynamics (g > 1 in eq 9).92 The
existence of an unexpectedly strong kinetic isotope effect is an
indication that these reactions fall into the regime of dynamical
control.
In addition to persisting uncertainties with electronic

coupling (see SI), calculations of the reaction barrier suffer
from their own difficulties. The atomistic simulations used to
sample the reaction coordinate X(t) are carried out with
nonpolarizable force fields. Corrections for the medium
electronic polarizability often require scaling the reorganization
energies down by a factor of ≃ 0.8.70,76,93,94 Our estimates for
the activation barrier likely provide an upper bound of the true
value, but these uncertainties do not affect the crossover
distance R*.

■ DISCUSSION
Returning to DeVault and Chance experiments, theoretical
interpretations of their data by Hopfield95 and Jortner96 have

Figure 9. Ve vs the center-to-center donor−acceptor distance from ref
80 compared to the Voityuk equation (solid line, eq 24).74 The red
points indicate the results of the present calculations (eq 5, see SI) for
protonated (filled points, eq 14) and deprotonated (open points, eq
15) Tyr.
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shown that the change in the Arrhenius slope at low
temperatures comes from the quantum nature of nuclear
modes coupled to electron transfer. The corresponding
temperature plateau of the reaction rate (the lower-temper-
ature part in Figure 1) reflects nuclear tunneling of collective
normal-mode vibrations (in contrast to localized, single
particle atomic tunneling97). The picture following from this
analysis, and the shape of the rate temperature dependence, are
consistent with kinetic data reported by Frauenfelder and co-
workers for a quite different process: migration of CO in
hemoglobin98 and cytochrome c.99 In both systems, similarly
to electron transfer rates in Figure 1, one observes a low-
temperature plateau attributed to nuclear tunneling (Figure
10). Therefore, it is not electron tunneling that is responsible

for the change in the temperature slope in the Arrhenius plot.
Electron tunneling occurs at all temperatures, and it is only the
statistics of nuclear fluctuations that change with temperature,
allowing nuclear tunneling to occur at low temperatures.
Is it only the statistics of fluctuations that matters? Quoting

from Szent-Gyorgyi, “The fuel of life is the electron, or, more
exactly, the energy it takes over from photons in photosyn-
thesis; this energy the electron gives up gradually when flowing
through the cellular machinery”.100 To do so, electrons must
tunnel between localized states in the absence of conduction
bands in disordered molecular systems. Tunneling occurs at all
temperatures relevant to biology, but the overall transition
probability is also affected by the dynamics of barrier crossing,
as established already by the Landau−Zener model of
nonadiabatic transitions.21,54 The dynamics of transversing
the region where Born−Oppenheimer electronic terms cross
must enter the description at some point.
Medium dynamics near the tunneling configuration compete

with the tunneling time ≃ ℏ/Ve (not to be confused with the
time spent by the particle to tunnel through the barrier101).
The overall observable rate reflects the slowest rate-
determining step in a complex kinetic scheme. It is expressed
mathematically in terms of the dynamical crossover parameter
g in the pre-exponential factor of the rate constant (eq 9). Even
though the rate of tunneling accelerates at shorter donor−
acceptor distances, the slower processes of friction-driven
barrier crossing start to dominate in the overall rate of
population decay. It is not that tunneling does not exist

anymore, but it is not reflected in the reaction rate constant,
which enters the plateau region at shorter donor−acceptor
separations. This is the domain of Kramers’ kinetics53−55 when
the relaxation time determines the rate constant’s pre-
exponential factor. This point was expressed by an early
insight from Frauenfelder and Wolynes:54 “...friction and steric
effects may play a far more important role in proteins than in
simpler systems”. For electron transfer, friction dominates in
the range of donor−acceptor separations R < R*. It is in this
range where protein dynamics and flexibility start to affect the
rate.
The observation that rates of protein electron hops are not

given by universal parameters applicable to all proteins27,28 and
are, instead, affected by protein identities resonates with a
general idea, advocated recently,32 that dynamical aspects can
affect rates of enzymatic reactions.33−35 The existing electron-
transfer theories do not allow such dynamic effects for either
biological proton or electron transfer, since protein dynamics
do not enter standard formulations. The picture of dynamical
effect on electron transfer allows a departure from this
tradition, at least in a limited range of distances R < R*
where the reaction is affected by protein flexibility. Given that
the effective relaxation time scales exponentially with the
variance of the donor−acceptor distance (eq 13), flexible
media must show more propensity for electron transport
affected by dynamics. Importantly, this observation suggests a
new design principle for biological energy chains: no reaction
speedup can be achieved by placing redox cofactors at
distances closer than R*. This new principle demands a new
understanding of the conductivity through stacked residues
and cofactors in biomolecules. For instance, conducting
bacterial nanowires102 are made of stacked pairs of cytochrome
c proteins17,103 with the edge-to-edge distances of 3.4−4.1
within one pair and 5.4−6.1 Å between pairs. Whether these
systems are flexible enough to allow Re < R* remains an open
question. Azurin itself is viewed as an exceptionally stable and
rigid protein104 raising the question of whether lifting the level
of the distance-independent plateau in Figure 6 through
rigidity is a general principle of operation for charge-transfer
proteins.
In his groundbreaking paper3 outlining the chemiosmotic

theory of oxidative phosphorylation, Mitchell noted that “it
represents the result of carrying to its logical conclusion the
present trend towards recognizing the equivalent status of
supramolecular and molecular features in channeling of
chemical processes in living organisms”. Theories of electron
transfer developed in recent decades have placed their main
focus on the “molecular” aspects of the problem when
supramolecular features of the protein−water and protein−
membrane−water media do not show up. The protein itself, in
this view, only helps to hold the cofactors in sufficiently rigid
active sites but otherwise produces little effect on electron-
transfer kinetics. The present focus brings the “supramolecular”
component of the problem back to light. Proteins allow
catalytic lowering of the activation barrier,71,105 but also affect
the rate constant’s pre-exponential factor through protein
dynamics (τX and τR) and protein flexibility (⟨(δR)2⟩).

■ CONCLUSIONS
Electrons can tunnel between cofactors of biological energy
chains to up to ≃ 21 Å on the millisecond time scale of
enzymatic turnover. This tunneling range mostly determines
the design principles of biological charge-transfer chains made

Figure 10. Rate constant for the binding of CO to cytochrome c as a
function of temperature. The dashed line is a fit through the
experimental data points99 adopted with permission from H.
Frauenfelder, Molecular tunneling in heme proteins, In: Tunneling
in Biological Systems, Eds. B. Chance and D. DeVault and H.
Frauenfelder and R. A. Marcus and J. R. Schrieffer and N. Sutin.
Copyright 1979 Academic Press.
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of redox-active molecules to facilitate the cross-membrane
transport of electrons. Tunneling distance and redox potentials
(reaction Gibbs energy) of cofactors are viewed as main
physical parameters of this design.27,28 The protein identity,
flexibility, or dynamics are missing from this picture, assigning
universal charge-transport properties to all proteins. Dynamic
models of electron transfer challenge this paradigm. Computer
simulations of protein electron transfer show that the hopping
rate must stay constant at R < R* ≃ 11−12 Å. The standard
exponential falloff of the rate is restored at R > R*. Energy
chains for electron transport are best designed by placing the
redox cofactors near the crossover distance R*. Protein
flexibility and dynamics affect the magnitude of the maximum
hopping rate within the crossover distance. Vectorial (unidirec-
tional) transport of electrons is driven by both thermody-
namics (barrier height) and dynamics/flexibility (crossover
parameter g).
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(76) Lüdemann, G.; Woiczikowski, P. B.; Kubar,̌ T.; Elstner, M.;
Steinbrecher, T. B. Charge Transfer in E. coli DNA Photolyase:
Understanding Polarization and Stabilization Effects via QM/MM
Simulations. J. Phys. Chem. B 2013, 117, 10769−10778.
(77) Cailliez, F.; Müller, P.; Firmino, T.; Pernot, P.; de la Lande, A.
Energetics of photoinduced charge migration within the tryptophan
tetrad of an animal (6−4) photolyase. J. Am. Chem. Soc. 2016, 138,
1904−1915.
(78) Jiang, X.; van Wonderen, J. H.; Butt, J. N.; Edwards, M. J.;
Clarke, T. A.; Blumberger, J. Which multi-heme protein complex

ACS Omega http://pubs.acs.org/journal/acsodf Article

https://doi.org/10.1021/acsomega.3c02719
ACS Omega 2023, 8, 27355−27365

27364

https://doi.org/10.1126/science.1156538
https://doi.org/10.1126/science.1156538
https://doi.org/10.1021/cen-v024n010.p1375?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1146/annurev-biochem-051710-133623
https://doi.org/10.1146/annurev-biochem-051710-133623
https://doi.org/10.1016/j.sbi.2003.10.008
https://doi.org/10.1016/j.sbi.2003.10.008
https://doi.org/10.1038/nature06410
https://doi.org/10.1021/ar500322s?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ar500322s?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/b507989f
https://doi.org/10.1039/b507989f
https://doi.org/10.1021/acs.chemrev.7b00257?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.chemrev.9b00429?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.chemrev.9b00429?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.chemrev.9b00429?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja004165j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja004165j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp0105589?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp0105589?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp0105589?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp048148i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp048148i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.electacta.2020.136095
https://doi.org/10.1016/j.electacta.2020.136095
https://doi.org/10.1016/j.bbabio.2014.01.019
https://doi.org/10.1016/j.bbabio.2014.01.019
https://doi.org/10.1016/j.bbabio.2014.01.019
https://doi.org/10.1016/0301-0104(80)85267-0
https://doi.org/10.1063/1.449978
https://doi.org/10.1063/1.449978
https://doi.org/10.1021/j100407a044?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100407a044?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1063/1.453184
https://doi.org/10.1063/1.453184
https://doi.org/10.1021/j100328a010?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100328a010?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100328a010?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100266a008?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100266a008?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100266a008?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/0167-7322(93)80045-W
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1016/S0031-8914(40)90098-2
https://doi.org/10.1126/science.4012322
https://doi.org/10.1126/science.4012322
https://doi.org/10.1103/RevModPhys.62.251
https://doi.org/10.1103/RevModPhys.62.251
https://doi.org/10.1038/369471a0
https://doi.org/10.1021/acs.jpcb.7b00917?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.7b00917?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.9b04516?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.9b04516?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/j.cbpa.2003.08.005
https://doi.org/10.1016/j.cbpa.2003.08.005
https://doi.org/10.1021/acs.jpcb.2c05258?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.2c05258?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpcb.2c05258?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1126/science.1158241
https://doi.org/10.1126/science.1158241
https://doi.org/10.1063/5.0102707
https://doi.org/10.1063/5.0102707
https://doi.org/10.1016/j.bbabio.2003.10.017
https://doi.org/10.1016/j.bbabio.2003.10.017
https://doi.org/10.1039/c0cp01004a
https://doi.org/10.1039/c0cp01004a
https://doi.org/10.1063/1.1289886
https://doi.org/10.1063/1.1289886
https://doi.org/10.1021/ja062732i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja062732i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja062732i?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1016/S0005-2728(00)00069-4
https://doi.org/10.1016/S0005-2728(00)00069-4
https://doi.org/10.1021/j100357a005?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/j100357a005?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja029595j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/ja029595j?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1039/b807444e
https://doi.org/10.1039/b807444e
https://doi.org/10.1039/b807444e
https://doi.org/10.1088/0953-8984/27/47/473001
https://doi.org/10.1088/0953-8984/27/47/473001
https://doi.org/10.1063/1.454929
https://doi.org/10.1063/1.454929
https://doi.org/10.1016/j.cplett.2010.06.057
https://doi.org/10.1126/science.1230758
https://doi.org/10.1126/science.1230758
https://doi.org/10.1126/science.1230758
https://doi.org/10.1021/jp406319b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp406319b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jp406319b?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.5b10938?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/jacs.5b10938?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
https://doi.org/10.1021/acs.jpclett.0c02842?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as
http://pubs.acs.org/journal/acsodf?ref=pdf
https://doi.org/10.1021/acsomega.3c02719?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


transfers electrons more efficiently? Comparing MtrCAB from
shewanella with OmcS from geobacter. J. Phys. Chem. Lett. 2020,
11, 9421−9425.
(79) Polizzi, N. F.; Migliore, A.; Therien, M. J.; Beratan, D. N.
Defusing redox bombs? Proc. Natl. Acad. Sci. U.S.A. 2015, 112,
10821−10822.
(80) Guberman-Pfeffer, M. J. Assessing thermal response of redox
conduction for nti-Arrhenius kinetics in a microbial cytochrome
nanowire. J. Phys. Chem. B 2022, 126, 10083−10097.
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