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Abstract

Recently, a number of analytical approaches for probing medical databases have been

developed to assist in disease risk assessment and to determine the association of a clinical

condition with others, so that better and intelligent healthcare can be provided. The early

assessment of disease risk is an emerging topic in medical informatics. If diseases are

detected at an early stage, prognosis can be improved and medical resources can be used

more efficiently. For example, if rheumatoid arthritis (RA) is detected at an early stage,

appropriate medications can be used to prevent bone deterioration. In early disease risk

assessment, finding important risk factors from large-scale medical databases and perform-

ing individual disease risk assessment have been challenging tasks. A number of recent

studies have considered risk factor analysis approaches, such as association rule mining,

sequential rule mining, regression, and expert advice. In this study, to improve disease risk

assessment, machine learning and matrix factorization techniques were integrated to dis-

cover important and implicit risk factors. A novel framework is proposed that can effectively

assess early disease risks, and RA is used as a case study. This framework comprises

three main stages: data preprocessing, risk factor optimization, and early disease risk

assessment. This is the first study integrating matrix factorization and machine learning for

disease risk assessment that is applied to a nation-wide and longitudinal medical diagnostic

database. In the experimental evaluations, a cohort established from a large-scale medical

database was used that included 1007 RA-diagnosed patients and 921,192 control patients

examined over a nine-year follow-up period (2000–2008). The evaluation results demon-

strate that the proposed approach is more efficient and stable for disease risk assessment

than state-of-the-art methods.
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Introduction

Rheumatoid arthritis (RA), a systemic autoimmune rheumatism disease (SARD), is rare and

causes chronic bone damage and deterioration. RA is difficult to diagnose at an early stage,

and with disease progression, RA may lead to bone deformation, swelling, pain, and perma-

nent disability [1, 2]. Unfortunately, this disease is not easily cured and requires long-term fol-

low-up, controller medications, and regular healthcare visits. Although RA does not directly

cause death, it can clearly reduce the patient’s ability to work or live independently, as it affects

a wide range of activities, such as walking, eating, personal hygiene, and even mental health [1,

3, 4]. This significantly increases long-term domestic expenditure and affects national produc-

tivity and medical resource allocation [5, 6]. Accordingly, early detection of RA has been

extensively studied [7–16] over the past few years, as it allows effective symptom management

and prevents joint deterioration by appropriate medication therapy. Therefore, early diagnosis

of this serious disease is fundamental in a successful treatment strategy [1, 12–14, 17]. Thus,

disease prediction for RA is an important issue in medical informatics.

Recent advances in electronic medical record (EMR) standardization and medical informa-

tion exchange systems have substantially enlarged EMR data sets. Efficient and effective analyt-

ical techniques are important for discovering new medical knowledge from big EMR data. The

discovered rules can be used to improve disease prediction and prevention, assess patient

prognosis, and increase diagnostic precision.

There are two issues in EMR analysis. First, a small number of diagnostic records are inade-

quate to represent the complete picture of a patient’s health status. For instance, symptoms of

several serious diseases, such as cancer, are obscure during early disease development stages.

Therefore, the lack of patient medical records may lead to misdiagnosis, resulting in delayed

medical treatment and proper care. Secondly, personal EMRs are scattered in a number of hos-

pitals because patients are not confined to one hospital for treatment. Thus, it is difficult to

combine personal EMR data for analysis, and the possibility of misdiagnosis increases.

To address these issues, a universal National Health Insurance (NHI) program was con-

ducted in Taiwan to generate a database called NHIRD (National Health Insurance Research
Database) containing physician diagnostic records and prescriptions. Large-scale medical

information is recorded by physician visits; this information is diverse and has been collected

from all hospitals in Taiwan. Moreover, it is suitable for investigating personal health trends.

NHIRD has great potential for discovering novel information, such as hidden disease risk fac-

tors, the causal relationship between diseases and symptoms, disease development, and a dis-

ease risk assessment model to promote treatment.

Although a number of past studies have considered this issue [8, 11, 18–25], it is difficult to

design a disease risk assessment system that can accurately reflect the health status of a patient.

This has recently attracted attention owing to the need for improving the accuracy of disease

prediction, based on information in large-scale EMR databases. Thus, analytical techniques

have been proposed. Liao, et al. (2011) developed classification algorithms by using penalized

logistic regression. To validate the proposed algorithm, it was applied to two external hospitals

using different electronic health record (EHR) systems [8, 11]. Carroll, et al. (2011) applied

support vector machines (SVMs) to identify RA cases using EHR (ICD-9 codes, medications,

and natural language processing-derived clinical notes) [9]. Kuo, et al. (2013) utilized SVMs to

predict the onset of bullous pemphigoid, and the risk factors were determined by logistic

regression [18]. Rau, et al. (2015) used artificial neural networks and logistic regression to con-

struct a prediction model for liver cancer development in patients with type II diabetes melli-

tus. Furthermore, a user interface was designed to compute the probability of liver cancer

occurrence using physician-proposed risk factors [19]. Chin, et al. (2015) proposed a
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framework based on associative classification for mining risk patterns to assess the onset of

early RA, and the mined classifiable patterns exhibited highly significant associations with dis-

ease risk. To estimate the novelty of risk patterns, a method for calculating the number of

related studies integrated in the PubMed search engine was included in the analysis stage of

the framework [26]. These associative classification techniques are based on frequent and high

confidence association rules to classify objects. Classification based on multiple association

rules (CMAR) [27] and classification based on associations [28] are effective associative classi-

fication techniques. Cheng, et al. (2017) proposed a framework integrating the “classify-by-

sequence” (CBS) method [29] to mine for sequential risk patterns from time-series informa-

tion in diagnostic records for early assessment of chronic diseases [30]. CBS and BayesFM [31]

are sequential classification techniques that primarily combine the algorithms of sequential

pattern mining, rule selection, and classification. In the above studies, the classifiable sequen-

tial patterns and classifiable patterns are considered disease risk factors for evaluating disease

progression. Patient phenotyping is used to identify patients who match criteria from a large-

scale population. The features of EHR are utilized to identify the cohort by machine learning

and statistical methods [25]. In this framework, early disease risk assessment is aimed at dis-

covering hidden factors and establishing assessment models based on diagnostic data that are

collected before formal diagnosis of the target disease, such as RA (Fig 1). By using the model,

the target disease can be assessed before its onset. This is generally called early disease risk

assessment [30].

Non-negative matrix factorization (NMF) is an unsupervised analytical technique for parts-

based representation that achieves significant reduction in the dimensions of objective data

and discovers latent factors [32–40]. It has been successfully applied to image recognition and

text mining and has effectively improved accuracy and efficiency [33]. Recently, various ana-

lytical methods have been developed for different types of medical data by using the NMF

algorithm. For example, Yang, et al. (2016) proposed unsupervised clustering to analyze gene

expression data [36], Paine, et al. (2016) proposed unsupervised analysis using desorption elec-

trospray ionization datasets [39], and Ozaki, et al. (2016) proposed analysis of complex actions

in sports from electromyography data [41]. However, the above studies neglected the investi-

gation of diagnostic data. Moreover, they have several limitations: 1) Identifying risk factors

requires expert advice [42, 43]. For a large amount of medical data, the trend is to identify risk

factors without human supervision. 2) A large data size or number of risk factors requires lon-

ger execution time and results in lower assessment accuracy. However, in medical decision-

making, both efficiency and assessment accuracy should be considered. Thus, the ability of

NMF to significantly reduce dimensionality and maintain data quality is important. 3) Recent

studies have shown that SVM is useful for identifying phenotyping [9, 11, 18, 44]; however, an

overly large number of EMR features may adversely affect performance and accuracy. To ana-

lyze EMR data with a large number of features and improve the assessment effectiveness, NMF

was utilized to significantly reduce data dimension, discover latent factors, and improve data

quality. Few studies have considered the application of NMF integrated with SVM [37] in

patient phenotyping analysis. In the present study, a method integrating NMF with SVM is

proposed to analyze diagnostic data for disease risk assessment.

To overcome the aforementioned limitations, an innovative approach is proposed for high

precision RA prediction by using NMF. The main contributions of this study can be summa-

rized as follows: 1) A novel framework called eDRAM (early disease risk assessment) is pro-

posed for assessing disease risk in early development stages. In contrast with traditional

practice, in the proposed framework, disease risk factors are approximately reconstructed by

matrix factorization. 2) To the best the authors’ knowledge, this is the first study on matrix fac-

torization techniques integrated with machine learning for disease risk assessment based on a
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nationwide medical diagnostic database. For a large number of diagnostic attributes, the pro-

posed method can effectively approximate an optimal dimensionality. This improves both per-

formance and data quality. 3) In the experiments, comprehensive evaluations were performed

by comparing the proposed method with CBS, BayesFM, and CMAR for disease prediction.

The results demonstrate that eDRAM is more effective than the other methods in terms of dis-

ease risk assessment metrics. To make the experiments more robust, wide-coverage data were

used, and a sufficient number of evaluations were performed.

Methods

Overview of the proposed framework

Fig 2 shows the framework of the proposed eDRAM approach. It comprises three main stages:

data preprocessing, risk factor optimization, and early disease risk assessment. The preprocess-

ing stage comprises noise reduction, cohort selection, and matrix transformation. To discover

the optimized risk factors, the NMF algorithm with parameter optimization was used for con-

structing the NMF-based matrix. In the assessment model learning and early disease risk

assessment stages, the machine learning classifier SVM was used for disease modeling with the

NMF-based matrix, yielding the final disease risk assessment, which serves as an excellent ref-

erence for physicians and patients. The instructions for executing the experimental protocols

is available at dx.doi.org/10.17504/protocols.io.rv2d68e.

Data preprocessing

Noise reduction. The EMR database contains noise, which may lead to biased disease risk

assessment. Three types of data noise should be eliminated from the study cohort: 1) Incorrect

data formats, such as inconsistent ICD-9-CM encoding rules or patient identification numbers

with erroneous lengths. To determine this, the ICD-9-CM codes were formatted to five–digit

codes. For instance, the formatting code 714.0, which represents RA, was formatted to 71400.

2) Missing, incomplete, or unreasonable data. 3) Meaningless or garbled data. For noise reduc-

tion, 795 records were removed.

Fig 1. Timeline for data collection and definition of RA patients.

https://doi.org/10.1371/journal.pone.0207579.g001
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Cohort selection. The patient data that were collected from the EMR database satisfied

selection criteria related to the following: the time-period of the study, the ICD-9-CM codes of

the studied disease, and the search strategy in the two subject databases.

The original NHIRD contains information from 1996 to 2008; ICD-9-CM codes were

adopted on January 1, 2000. To ensure consistent and standard codes, the cohort with outpa-

tient diagnoses was used from 2000 to 2008. All RA cases met the criteria of the ICD-9-CM

code 714.0 and were confirmed by using the registry of patients with catastrophic illnesses and

the ambulatory care databases. RA cases were excluded in the controls. The cohort selection

procedure flowchart is shown in Fig 3.

Data transformation. The outpatient clinical data analyzed here include patient ID, visit-

ing date, and diagnostic disease codes generated at each clinic visit. An example is shown in

Fig 4(A).

To analyze the relationship between the patient and the disease, the patient–disease diagno-

sis matrix is proposed by adopting a novel matrix-based analysis approach involving disease

alignment for each patient. Given an N ×M matrix, each row represents the medical history of

a diagnosed patient across all diseases or symptoms (DS). Each column indicates the diagnostic

record status of all patients for a single DS. The patient–disease diagnosis matrix is defined as

follows.

Definition 1 (patient–disease diagnosis matrix). Given a set of unique patients P = {p1,

p2, . . ., pm, . . ., p|P|} (the total number of patients is |P|) and a set of unique diagnostic codes

D = {d1, d2, . . ., dn, . . ., d|D|} (the total number of diagnostic codes in the EMR cohort is |D|),

then the patient–disease diagnosis matrix is defined as PDP!D [vm,n], where D is the

Fig 2. Framework of proposed approach.

https://doi.org/10.1371/journal.pone.0207579.g002
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diagnostic code set, and v is a binary value (0 or 1), representing true or false for 0< n� |D|.

Fig 4(B) shows an example of a patient–disease diagnosis matrix.

Discovery of latent risk factors

After the patient–disease diagnosis matrix has been generated, the next operation is to approx-

imate a better information matrix by executing the NMF algorithm.

NMF is a multivariate analysis algorithm for matrix factor optimization, matrix decomposi-

tion, and factor reconstruction [32–39]. It should be noted that the matrix model cannot con-

tain negative values and is suitable for the analysis of medical diagnostic data after the

transformation of the patient–disease diagnosis matrix. In this operation, the aim is to reduce

the matrix dimension and to discover the latent risk factors. The new risk factors are

Fig 3. Flow chart of study cohort enrollment.

https://doi.org/10.1371/journal.pone.0207579.g003
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multiplicative factors that are hidden among the original factor relationships, and their discov-

ery allows more effective and efficient disease risk assessment. By Definition 1, the patient–dis-

ease diagnosis matrix is approximated by the two matrices in Eq (1). An example is shown in

Fig 4(C).

PDP!D½vn;m� � PRP!R½ pvn;r� � DRD!R½dvm;r�
T
: ð1Þ

PR and DR represent the factor matrices, each patient p and disease d are modeled by a factor

vector set R, 0< r≦ |R|, and the elements in the two matrices are nonnegative.

Fig 4. Example and concept of transformed patient–disease diagnosis matrix.

https://doi.org/10.1371/journal.pone.0207579.g004
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The cost function, which quantifies the approximation, is defined as follows:

kPD � PR � DRTk2
¼
P

n;mðv �
PjRj

r¼1
pvn;r � dvm;rÞ

2
: ð2Þ

Eq (2) is minimized by multiplicative algorithms using Eq (3), which iteratively updates

and improves the latent risk factors [32, 33, 35, 38, 45].

pvn;r  pvn;r
ðPD � DRTÞn;r
ðPR � DRT � DRÞn;r

and vm;r  dvm;r
ðPRT � PDÞm;r
ðDR � PRT:PRÞm;r

: ð3Þ

According to the NMF algorithm, PD is decomposed into two risk factor matrices, namely,

PR and DR. PR is called NMF-based matrix and contains the novel disease risk factors applied

for disease risk assessment. For the example in Fig 4(B), the results of NMF are shown in Fig 5.

Construction of disease risk assessment model

For constructing the disease risk model, SVM is applied to the stage for learning NMF-based

matrix. This learned model can be a support to the disease risk assessment phase.

Disease risk assessment

In this stage, the goal is to identify RA patients with disease risk from a cohort. Based on the

disease risk assessment model, diagnostic records of unknown patient can be predicted using

the SVM classifier [46]. Because SVM is a well-known classifier widely used by recent

researches in the field of machine learning [9, 11, 18, 37, 44], it will not be described here

further.

Parameters

Parameters of non-negative matrix factorization. After the patient–disease diagnosis

matrix transformation, NMF [33] was utilized for discovering risk factors by decomposing the

patient–disease diagnosis matrix, yielding a new risk matrix of size N × R, where Rmust be

less than M to reduce the factor dimensions and thus achieve data compression. As adjust-

ments to R can affect the effectiveness of disease risk assessment, an optimal R value must be

experimentally determined for each individual database.

SVM parameters with RBF kernel function. The SVM parameters are C and γ. C indi-

cates the extent to which misclassification should be avoided, and thus higher values represent

higher sensitivity. γ defines how far the influence of a training example reaches. Larger γ values

form a small support vector, resulting in overfitting. The best combination of the two parame-

ters can be obtained using the grid search method [46]. In this experiment, C was set to 2 and

γ was set to 0.03125.

Materials

In this study, a large-scale nationwide medical outpatient dataset, namely, Longitudinal Health

Insurance Database 2000 (LHID2000) sampled from Taiwan’s NHIRD was used. NHIRD cov-

ers more than 99.6% of the general population of Taiwan, with approximately 23 million peo-

ple [8], and is thus highly representative. The data is from the period 1996–2008.

To ensure that in the proposed approach, the specified disease model is appropriately

learned, the database was divided into two datasets: RA cases and controls. The definitions of

the two datasets are as follows: 1) RA cases included patients diagnosed more than twice with

the RA diagnostic code and who were simultaneously enrolled in the registry database of

patients with catastrophic illnesses. The RA patient data were collected from 2000 until the
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patients were diagnosed with RA for the first time (Fig 1). The hypothesis is that the disease

patterns/models were hidden in the diagnostic records as early features/symptoms/relation-

ships before the formal diagnosis of RA. The data after the patients were diagnosed with RA

were not included in this dataset. The proposed method assesses whether patients would

develop RA based on diagnostic data that were recorded before RA had been formally diag-

nosed. 2) Patients who did not meet the criteria that define RA and had medical diagnostic rec-

ords from 2000 to 2008 were classified as controls.

In the cohort, there were a large number of outpatient diagnostic records of approximately 163

million individuals, containing 13,392 ICD-9-CM codes that also represented a number of dis-

eases/symptoms. Each code represented a specific disease or symptom. With regard to gender, a

statistically significant difference was observed, namely, the proportion of women in the dataset

consisting of RA cases and controls was 76.3% and 48.9%, respectively, suggesting that the dataset

consisting of RA cases had a larger number of women. The means of diagnostic records, diagnos-

tic codes, and clinical meetings per year exhibited statistically significant differences in the com-

parison, indicating that RA cases involved more frequent meetings with physicians as well as

more types of diseases. The frequency and distribution of the continuous variables for all patients

were compared using Student’s t-test and Pearson’s chi-squared test. The prevalence of RA in the

cohort is 0.1%, which is approximately equal to that reported in a previous study in Taiwan (97.5

cases in a population of 100,000) [47]. More details are shown in Table 1.

Experiments

In this section, the details of the experiments are presented, namely, experimental dataset,

experimental environment, experimental measures, experimental settings for parameter R,

effectiveness evaluation, efficiency evaluation, and discussion.

Fig 5. Using NMF to decompose the NMF-based matrix from the patient–disease diagnosis matrix.

https://doi.org/10.1371/journal.pone.0207579.g005
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Experimental dataset

The experimental data were randomly sampled from the cohort (Table 1). They contained

three sets, namely, Datasets 1, 2, and 3. Dataset 1 was used for the experimental setting of

parameter R. Dataset 2 was used to evaluate performance. Dataset 3 was used to evaluate effi-

ciency. As shown in Table 2, Dataset 1 consisted of 500 RA patients and 500 non-RA patients,

Dataset 2 consisted of 500 RA patients and 25000 non-RA patients, and Dataset 3 consisted of

25000 RA patients and 25000 non-RA patients. The patients in Dataset 1 were different from

those in Dataset 2. In Dataset 2, the non-RA patients were divided into 50 groups of controls,

with 500 patients in each group. Each group had the same RA patients and different non-RA

patients. Thus, Dataset 2 was divided into 50 new datasets. In Dataset 3, the number of RA

patients was replicated from 1000 to 25000 and 25000 non-RA patients.

The dimension of each dataset was reduced by performing NMF separately. In the valida-

tion step, the stratified 10-fold cross-validation strategy [46, 48] was performed according to

the proportion of the categories (RA and non-RA), with each fold having an equal proportion

of RA patients and non-RA patients. Each iteration comprised nine folds as training data for

construction of the disease risk model and one fold as testing data for performance evaluation.

Ten iterations were performed in sequence. The results were averagely calculated (Fig 6).

Experimental environment

The experiments were implemented on a server with two Intel CPU E5-2630 v4 2.2GHz and

32GB RAM, running Windows 7 Enterprise. All classification algorithms were implemented

in Java. The NMF library of Matlab 2016a and libSVM [46] were used in the study.

Experimental measures

To evaluate the proposed method, the following metrics were employed: accuracy, sensitivity,

specificity, and standard deviation. They are described as follows, and the corresponding

Table 2. Description of experimental data.

Description Dataset 1 Dataset 2 Dataset 3

RA Patient No. 500 500 25000

non-RA Patient No. 500 25000 25000

https://doi.org/10.1371/journal.pone.0207579.t002

Table 1. Baseline characteristics of RA patients in the cohort (2000–2008).

RA cases

(N = 1007)

Controls

(N = 921,192)

p-value

Mean age (SD), years 57.76 ± 15.41 41.78 ± 20.32 < 0.0001

Female, % 76.3 48.9 < 0.0001

Clinic visits

No. of all visits 88,713 109,777,857

Mean no. per year 21.59 ± 15.72 14.10 ± 12.6 < 0.0001

Median no. per year 18 10.57

Diagnostic records

No. of all diagnostic records 141,394 163,043,706

Mean no. per year 34.51 ± 29.84 21.12 ± 22.80 < 0.0001

Median no. per year 26.31 13.87

Diagnostic codes (ICD-9-CM)

No. of diagnostic codes 2328 13,392

Mean no. per year 7.98 ± 4.93 4.19 ± 2.56 < 0.0001

Median no. per year 6.96 3.7

https://doi.org/10.1371/journal.pone.0207579.t001
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formulas are given in Eqs 4–7. True positive is the number of RA cases correctly assessed. True
negative is the number of control cases correctly assessed. Condition positive is the number of

all RA cases. Condition negative is the number of all control cases. Sensitivity (equivalent to

recall) represents the ability to correctly assess patients with RA. Specificity indicates the ability

to correctly assess patients without RA. Accuracy indicates the ability to correctly assess the

cases of RA and controls. In the experiment setting phase, the purpose of adjusting the param-

eters is to balance sensitivity and specificity with the highest performance. Accuracy can be

regarded as the average of sensitivity and specificity, as the proportion of patients has been

adjusted. Standard deviation (SD) is used to measure the amount of variation of a set of mea-

surements (sensitivity, specificity, and accuracy). This represents a measure of stability of a

classifier. If {x1, x2, . . ., xn} are the observed values, μ is their mean value, and n is their number,

then

Accuracy ¼
P
True positiveþ

P
True negative

P
Condition positiveþ

P
Condition negative

; ð4Þ

Sensitivity ¼
P
True positive

P
Condition positive

; ð5Þ

Specificity ¼
P
True negative

P
Condition negative

; ð6Þ

Standard Deviation ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N
PN

i¼1
ðxi � mÞ

2

r

: ð7Þ

These metrics were used to compare the proposed eDRAMmethod with three representa-

tive approaches, namely, CBS [29], CMAR [27], and BayesFM [31]. To obtain a highly effective

Fig 6. 10-fold cross–validation model.

https://doi.org/10.1371/journal.pone.0207579.g006
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disease risk assessment, the parameters in this experiment should be adjusted using all

approaches. The details are described below.

Experimental results

In the experiments, the evaluations comprised: 1) Selection of the R value based on effective-

ness. 2) Effectiveness comparisons between the proposed method and existing well-known dis-

ease risk assessment systems in terms of sensitivity, specificity, accuracy, and standard

deviation of specificity. 3) Efficiency evaluation of all methods.

Experimental settings for parameter R. For NMF, the diagnostic data should be trans-

formed to the patient-disease diagnosis matrix. The number of diseases/symptoms used in the

patient-disease diagnosis matrix was 13392. To optimize the NMF-based risk factors, the R
value should be determined. It represents the number of risk factors refined from the M col-

umns of the original disease diagnostics matrix, where R<M. Particularly, overly large or

small values of R would decrease the effectiveness of disease risk assessment. To determine the

optimal R value, experiments were conducted by using Dataset 1 and varying R from 100 to

900 with an interval of 100.

Fig 7 shows the effectiveness of RA assessment for various risk factor numbers. The follow-

ing should be noted. First, the trend of the curve shows that high R values result in relatively

low accuracy. When the number of risk factors reaches 800, an unstable assessment is

obtained, that is, the difference in sensitivity and specificity is greater than 10%. This implies

that excessive risk factors will reduce accuracy. Secondly, as the R value decreases, the mea-

sured value tends to stabilize and converge. However, lower R values will reduce the overall

measurement values resulting in observations varying from 200 to 100. Thirdly, the measure

values has a cyclic relationship with the trend of the R value. For example, in Fig 7, when the R
value is in the range 400–700, the continuous value of the sensitivity forms a peak. Fourthly,

accuracy can be considered a combination of sensitivity and specificity. Fifthly, when R is 200,

the accuracy and its standard deviation achieved the best result. Based on the highest accuracy

(the lowest standard deviation and the acceptable distance between sensitivity and specificity

was smaller than 5%), R was set to 200 for the following experiments.

Effectiveness evaluation. In this experiment, the performance of the proposed framework

eDRAMwas evaluated against CBS [29], CMAR [27], and BayesFM [31] on Dataset 2. The

min_sup values of CBS, CMAR, and BayesFM were set to 0.063, 0.005, and 0.006, respectively. The

comparison shows that eDRAM achieved a better assessment rate than CBS, CMAR, and BayesFM

in terms accuracy, sensitivity, and specificity on the cohort (Fig 8). Moreover, eDRAMmaintained

sensitivity and specificity closer to each other and better balanced than the other approaches (Fig

8); thus, eDRAM is more practical. Furthermore, eDRAM proved highly efficient, as it used fewer

risk factors and still achieved better efficacy. Indeed, the number of risk factors in eDRAMwas

reduced to 200 (Fig 7), whereas the other approaches had 13,392 risk factors (Table 1).

The stability of the proposed disease risk assessment approaches is now evaluated. The

experiment was based on the results of the previous sub-section for the standard deviation of

sensitivity, specificity, and accuracy. The standard deviation was used (Eq 10) to evaluate the

performance stability of the approaches. When the standard deviation is smaller, stability is

higher. Fig 8 shows the results of comparing eDRAM, CBS, CMAR, and BayesFM in terms of

the standard deviation of sensitivity, specificity, and accuracy. It can be seen that eDRAM is

the most stable method because it converts visible variables to latent factors [32, 33] that are

non-redundant and more concise so as to achieve high-quality disease risk assessment.

Efficiency evaluation. In this experiment, the average runtime in the assessment phase

was calculated by using Dataset 3. The experimental results in Table 3 show that the proposed
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method had the best performance in terms of assessment time. In the assessment phase, the

proposed method was 2.5 times as efficient as CMAR and five times as efficient as CBS. Owing

to dimensionality reduction, the proposed method can reduce loading and execution time.

Regarding the other methods, the diagnostic datasets have several features that result in an

increase in the number of disease patterns and hence an increase in the search time during the

disease risk assessment phase.

Discussion

Based on the performance and the stability measures obtained from the experimental evalua-

tion, the following can be concluded:

1. The experimental evaluation demonstrates that eDRAM is superior in terms of accuracy,

sensitivity, and specificity (Fig 8), as it establishes a matrix-based diagnostic data analysis

model to decompose the NMF-based matrix for identifying important disease risk factors.

Fig 7. Effectiveness of RA risk assessment under different number of risk factors.

https://doi.org/10.1371/journal.pone.0207579.g007
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This indicates that the proposed approach has the advantage of finding more associated fac-

tors hidden in the diagnostic data than the other approaches.

2. Fig 7 shows the trade-off between sensitivity and specificity, that is, it is not easy to perform

well in terms of both sensitivity and specificity. For example, Fig 8 shows CMAR has better

specificity than CBS but is poor in terms of sensitivity. By contrast, with eDRAM, both sen-

sitivity and specificity are robust for early disease risk assessment.

3. In disease risk assessment, stability and efficacy are equally important. Therefore, an experi-

ment involving standard deviation was conducted to evaluate stability. It was demonstrated

that high performance can be achieved, but its stability is not necessarily optimal. For exam-

ple, Fig 8 shows that CBS ranks second in performance, but third in stability. The experi-

mental evaluation shows that eDRAM is reliable in terms of both stability and performance

for early disease risk assessment.

4. In the experiment for selecting R, the dimension was reduced from the original 13392 to

200, the ratio being approximately 66. Even though the amount of data was significantly

Fig 8. Comparison of the performance of the proposed method, CBS, CMAR, and BayesFM approaches.

https://doi.org/10.1371/journal.pone.0207579.g008
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reduced, the experimental results on performance demonstrated that the proposed method

achieved better results compared to the other methods.

5. In the experiment, BayesFM discovered an excessively large number of sequential rules

(features). Although the pruning algorithm was employed, there was still a large number of

rules employed for assessment (> 25000), which is 50 times more than in CBS. This indi-

cates that an excessively large number of features will result in low efficiency (Table 3),

lower effectiveness (Fig 8), and render the assessment results unstable (higher standard

deviations, as shown in Fig 8).

6. The patient-disease diagnosis matrix is transformed into a NMF-based matrix with signifi-

cantly reduced dimensions, instead of selecting specific factors. The NMF-based matrix is

still associated with the original matrix and can approximate it. For machine learning, an

overly large number of attributes and less data correlation may lead to misjudgment and

reduce efficiency. Thus, NMF is suitable for extensive analysis of big data [34, 49, 50].

Conclusions

Several serious diseases are not apparent during the early stages of their development. Hence,

they are difficult to diagnose. This delayed detection results in missing the optimal time for

treatment initiation that may be critical for controlling the disease. To address this, a novel

method called eDRAM was proposed for early disease risk assessment with high efficacy, effi-

ciency, and stability. eDRAM discovered novel risk factors from a large-scale nationwide out-

patient diagnostic database using matrix factorization. Based on the optimal risk factors

discovered, a disease risk assessment model was established using machine learning tech-

niques. Thereupon, the model successfully assessed the disease risk. In summary, the contribu-

tions of this study are as follows. First, to the best of the authors’ knowledge, this is the first

study to apply the NMF algorithm. The main advantages of the proposed method using NMF

lie in that the optimal factors hidden in the data can be approximated to achieve high assess-

ment accuracy, and the traditional problems of big data can be resolved by significant

dimensionality reduction. Secondly, a diagnostic data model called patient-disease diagnosis

matrix was proposed for mapping the medical diagnostic dataset. It facilitates further data

analysis and factor discovery by using matrix factorization and classification techniques, as

was demonstrated in this study. Moreover, it provides a new perspective for the problem of

disease risk assessment. Thirdly, modeling of disease risk assessment based on the longitudinal

nationwide EMR is effective, reliable, and robust. The experimental results demonstrated that

the proposed approach is superior to the three modern classification approaches used for dis-

ease risk assessment.

For future work, several research directions could be further explored. First, medications

play an important role in disease treatment. Hence, the prescription database and associations

between prescriptions and diseases can be considered important risk factors. Secondly, envi-

ronmental conditions associated with diseases, such as place of residence, season, and occupa-

tion, are potential risk factors that should be taken into consideration to enhance the

effectiveness of disease risk assessment. Thirdly, as temporal information is an important

potential factor, a temporal information model could be advantageously incorporated. Finally,

Table 3. Efficiency comparison on Dataset 3.

Proposed method CMAR CBS BayesFM

Assessment time (sec.) 0.12 0.30 0.61 41.90

https://doi.org/10.1371/journal.pone.0207579.t003
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using the proposed matrix-based analytic approach in combination with novel effective classi-

fiers can aid in the discovery of deeper risk factors and the early detection of several serious

diseases.
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Ärzteblatt International. 2013; 110(27–28):477–84. https://doi.org/10.3238/arztebl.2013.0477

PMC3722643. PMID: 23964304

18. Kuo CC, Yang FC, Yang MH, Lee DD, editors. Predicting the onset of bullous pemphigoid with co-mor-

bidities: A survey based on a nationwide medical database. 2013 IEEE International Conference on Bio-

informatics and Biomedicine; 2013 18–21 Dec. 2013.

19. Rau H-H, Hsu C-Y, Lin Y-A, Atique S, Fuad A, Wei L-M, et al. Development of a web-based liver cancer

prediction model for type II diabetes patients by using an artificial neural network. Computer Methods

and Programs in Biomedicine. 2016; 125:58–65. https://doi.org/10.1016/j.cmpb.2015.11.009. PMID:

26701199

20. Lam C, Kuan C-F, Miser J, Hsieh K-Y, Fang Y-A, Li Y-C, et al. Emergency department utilization can

indicate early diagnosis of digestive tract cancers: A population-based study in Taiwan. Computer Meth-

ods and Programs in Biomedicine. 2014; 115(3):103–9. https://doi.org/10.1016/j.cmpb.2014.04.002.

PMID: 24835615

21. Liao J-N, Chao T-F, Liu C-J, Wang K-L, Chen S-J, Tuan T-C, et al. Risk and prediction of dementia in

patients with atrial fibrillation — A nationwide population-based cohort study. International Journal of

Cardiology. 2015; 199:25–30. https://doi.org/10.1016/j.ijcard.2015.06.170 PMID: 26173170

22. Chao T-F, Liu C-J, Tuan T-C, Chen S-J, Chen T-J, Lip GYH, et al. Risk and Prediction of Sudden Car-

diac Death and Ventricular Arrhythmias for Patients with Atrial Fibrillation–A Nationwide Cohort Study.

Scientific Reports. 2017; 7:46445. https://doi.org/10.1038/srep46445 https://www.nature.com/articles/

srep46445#supplementary-information. PMID: 28422144

23. Miotto R, Li L, Kidd BA, Dudley JT. Deep Patient: An Unsupervised Representation to Predict the Future

of Patients from the Electronic Health Records. Scientific Reports. 2016; 6:26094. https://doi.org/10.

1038/srep26094 PMC4869115. PMID: 27185194

24. Yang H, Chen Y-H, Hsieh T-F, Chuang S-Y, Wu M-J. Prediction of Mortality in Incident Hemodialysis

Patients: A Validation and Comparison of CHADS2, CHA2DS2, and CCI Scores. PLOS ONE. 2016; 11

(5):e0154627. https://doi.org/10.1371/journal.pone.0154627 PMID: 27148867

25. Shivade C, Raghavan P, Fosler-Lussier E, Embi PJ, Elhadad N, Johnson SB, et al. A review of

approaches to identifying patient phenotype cohorts using electronic health records. Journal of the

American Medical Informatics Association: JAMIA. 2014; 21(2):221–30. https://doi.org/10.1136/

amiajnl-2013-001935 PMC3932460. PMID: 24201027

26. Chin CY, Weng MY, Lin TC, Cheng SY, Yang YHK, Tseng VS. Mining Disease Risk Patterns from

Nationwide Clinical Databases for the Assessment of Early Rheumatoid Arthritis Risk. PLOS ONE.

2015; 10(4):e0122508. https://doi.org/10.1371/journal.pone.0122508 PMID: 25875441

27. Wenmin L, Jiawei H, Jian P, editors. CMAR: accurate and efficient classification based on multiple

class-association rules. Proceedings 2001 IEEE International Conference on Data Mining; 2001 2001.

Effective early disease risk assessment with matrix factorization on a large-scale medical database

PLOS ONE | https://doi.org/10.1371/journal.pone.0207579 November 26, 2018 17 / 19

http://www.ncbi.nlm.nih.gov/pubmed/22195070
https://doi.org/10.1093/bmb/ldm011
https://doi.org/10.1093/bmb/ldm011
http://www.ncbi.nlm.nih.gov/pubmed/17540693
https://doi.org/10.1136/amiajnl-2011-000583
http://www.ncbi.nlm.nih.gov/pubmed/22374935
https://doi.org/10.1136/ard.2010.143560
https://doi.org/10.1136/ard.2010.143560
http://www.ncbi.nlm.nih.gov/pubmed/21285117
http://www.ncbi.nlm.nih.gov/pubmed/23327517
https://doi.org/10.1002/art.21405
http://www.ncbi.nlm.nih.gov/pubmed/16258899
https://doi.org/10.1002/art.20827
http://www.ncbi.nlm.nih.gov/pubmed/15593102
https://doi.org/10.1371/journal.pone.0193377
http://www.ncbi.nlm.nih.gov/pubmed/29565986
https://doi.org/10.3238/arztebl.2013.0477
http://www.ncbi.nlm.nih.gov/pubmed/23964304
https://doi.org/10.1016/j.cmpb.2015.11.009
http://www.ncbi.nlm.nih.gov/pubmed/26701199
https://doi.org/10.1016/j.cmpb.2014.04.002
http://www.ncbi.nlm.nih.gov/pubmed/24835615
https://doi.org/10.1016/j.ijcard.2015.06.170
http://www.ncbi.nlm.nih.gov/pubmed/26173170
https://doi.org/10.1038/srep46445
https://www.nature.com/articles/srep46445#supplementary-information
https://www.nature.com/articles/srep46445#supplementary-information
http://www.ncbi.nlm.nih.gov/pubmed/28422144
https://doi.org/10.1038/srep26094
https://doi.org/10.1038/srep26094
http://www.ncbi.nlm.nih.gov/pubmed/27185194
https://doi.org/10.1371/journal.pone.0154627
http://www.ncbi.nlm.nih.gov/pubmed/27148867
https://doi.org/10.1136/amiajnl-2013-001935
https://doi.org/10.1136/amiajnl-2013-001935
http://www.ncbi.nlm.nih.gov/pubmed/24201027
https://doi.org/10.1371/journal.pone.0122508
http://www.ncbi.nlm.nih.gov/pubmed/25875441
https://doi.org/10.1371/journal.pone.0207579


28. Liu B, Hsu W, Ma Y. Integrating classification and association rule mining. Proceedings of the Fourth

International Conference on Knowledge Discovery and Data Mining; New York, NY. 3000305: AAAI

Press; 1998. p. 80–6.

29. Tseng VS, Lee C-H. Effective temporal data classification by integrating sequential pattern mining and

probabilistic induction. Expert Systems with Applications. 2009; 36(5):9524–32. http://dx.doi.org/10.

1016/j.eswa.2008.10.077.

30. Cheng YT, Lin YF, Chiang KH, Tseng VS. Mining Sequential Risk Patterns From Large-Scale Clinical

Databases for Early Assessment of Chronic Diseases: A Case Study on Chronic Obstructive Pulmo-

nary Disease. IEEE Journal of Biomedical and Health Informatics. 2017; 21(2):303–11. https://doi.org/

10.1109/JBHI.2017.2657802 PMID: 28129195

31. Lesh N, Zaki MJ, Oglhara M. Scalable feature mining for sequential data. IEEE Intelligent Systems and

their Applications. 2000; 15(2):48–56. https://doi.org/10.1109/5254.850827

32. Lee DD, Seung HS, editors. Algorithms for non-negative matrix factorization. Advances in neural infor-

mation processing systems; 2001.

33. Lee DD, Seung HS. Learning the parts of objects by non-negative matrix factorization. Nature. 1999;

401(6755):788–91. https://doi.org/10.1038/44565 PMID: 10548103

34. Liao R, Zhang Y, Guan J, Zhou S. CloudNMF: A MapReduce Implementation of Nonnegative Matrix

Factorization for Large-scale Biological Datasets. Genomics, Proteomics & Bioinformatics. 2014; 12

(1):48–51. https://doi.org/10.1016/j.gpb.2013.06.001.

35. Cai D, He X, Han J, Huang TS. Graph Regularized Nonnegative Matrix Factorization for Data Repre-

sentation. IEEE Transactions on Pattern Analysis and Machine Intelligence. 2011; 33(8):1548–60.

https://doi.org/10.1109/TPAMI.2010.231 PMID: 21173440

36. Yang H, Seoighe C. Impact of the Choice of Normalization Method on Molecular Cancer Class Discov-

ery Using Nonnegative Matrix Factorization. PLOS ONE. 2016; 11(10):e0164880. https://doi.org/10.

1371/journal.pone.0164880 PMID: 27741311

37. Padilla P, Lopez M, Gorriz JM, Ramirez J, Salas-Gonzalez D, Alvarez I. NMF-SVM Based CAD Tool

Applied to Functional Brain Images for the Diagnosis of Alzheimer’s Disease. IEEE Transactions on

Medical Imaging. 2012; 31(2):207–16. https://doi.org/10.1109/TMI.2011.2167628 PMID: 21914569

38. Paatero P, Tapper U. Positive matrix factorization: A non-negative factor model with optimal utilization

of error estimates of data values. Environmetrics. 1994; 5(2):111–26. https://doi.org/10.1002/env.

3170050203

39. Paine MRL, Kim J, Bennett RV, Parry RM, Gaul DA, Wang MD, et al. Whole Reproductive System Non-

Negative Matrix Factorization Mass Spectrometry Imaging of an Early-Stage Ovarian Cancer Mouse

Model. PLOS ONE. 2016; 11(5):e0154837. https://doi.org/10.1371/journal.pone.0154837 PMID:

27159635

40. Cao B, Shen D, Sun J-T, Wang X, Yang Q, Chen Z, editors. Detect and Track Latent Factors with

Online Nonnegative Matrix Factorization. IJCAI; 2007.

41. Ozaki Y, Aoki R, Kimura T, Takashima Y, Yamada T, editors. Characterizing muscular activities using

non-negative matrix factorization from EMG channels for driver swings in golf. 2016 38th Annual Inter-

national Conference of the IEEE Engineering in Medicine and Biology Society (EMBC); 2016 16–20

Aug. 2016.

42. Ho JC, Ghosh J, Sun J. Marble: high-throughput phenotyping from electronic health records via sparse

nonnegative tensor factorization. Proceedings of the 20th ACM SIGKDD international conference on

Knowledge discovery and data mining; New York, New York, USA. 2623658: ACM; 2014. p. 115–24.

43. Hripcsak G, Albers DJ. Next-generation phenotyping of electronic health records. Journal of the Ameri-

can Medical Informatics Association: JAMIA. 2013; 20(1):117–21. https://doi.org/10.1136/amiajnl-

2012-001145 PMC3555337. PMID: 22955496

44. Wei W-Q, Tao C, Jiang G, Chute CG. A High Throughput Semantic Concept Frequency Based

Approach for Patient Identification: A Case Study Using Type 2 Diabetes Mellitus Clinical Notes. AMIA

Annual Symposium Proceedings. 2010; 2010:857–61. PMC3041302. PMID: 21347100

45. Berry MW, Browne M, Langville AN, Pauca VP, Plemmons RJ. Algorithms and applications for approxi-

mate nonnegative matrix factorization. Computational Statistics & Data Analysis. 2007; 52(1):155–73.

https://doi.org/10.1016/j.csda.2006.11.006.

46. Chang C-C, Lin C-J. LIBSVM: A library for support vector machines. ACM Trans Intell Syst Technol.

2011; 2(3):1–27. https://doi.org/10.1145/1961189.1961199

47. Kuo CF, Luo SF, See LC, Chou IJ, Chang HC, Yu KH. Rheumatoid arthritis prevalence, incidence, and

mortality rates: a nationwide population study in Taiwan. Rheumatology International. 2013; 33(2):355–

60. https://doi.org/10.1007/s00296-012-2411-7 PMID: 22451027

Effective early disease risk assessment with matrix factorization on a large-scale medical database

PLOS ONE | https://doi.org/10.1371/journal.pone.0207579 November 26, 2018 18 / 19

http://dx.doi.org/10.1016/j.eswa.2008.10.077
http://dx.doi.org/10.1016/j.eswa.2008.10.077
https://doi.org/10.1109/JBHI.2017.2657802
https://doi.org/10.1109/JBHI.2017.2657802
http://www.ncbi.nlm.nih.gov/pubmed/28129195
https://doi.org/10.1109/5254.850827
https://doi.org/10.1038/44565
http://www.ncbi.nlm.nih.gov/pubmed/10548103
https://doi.org/10.1016/j.gpb.2013.06.001
https://doi.org/10.1109/TPAMI.2010.231
http://www.ncbi.nlm.nih.gov/pubmed/21173440
https://doi.org/10.1371/journal.pone.0164880
https://doi.org/10.1371/journal.pone.0164880
http://www.ncbi.nlm.nih.gov/pubmed/27741311
https://doi.org/10.1109/TMI.2011.2167628
http://www.ncbi.nlm.nih.gov/pubmed/21914569
https://doi.org/10.1002/env.3170050203
https://doi.org/10.1002/env.3170050203
https://doi.org/10.1371/journal.pone.0154837
http://www.ncbi.nlm.nih.gov/pubmed/27159635
https://doi.org/10.1136/amiajnl-2012-001145
https://doi.org/10.1136/amiajnl-2012-001145
http://www.ncbi.nlm.nih.gov/pubmed/22955496
http://www.ncbi.nlm.nih.gov/pubmed/21347100
https://doi.org/10.1016/j.csda.2006.11.006
https://doi.org/10.1145/1961189.1961199
https://doi.org/10.1007/s00296-012-2411-7
http://www.ncbi.nlm.nih.gov/pubmed/22451027
https://doi.org/10.1371/journal.pone.0207579


48. Kohavi R. A study of cross-validation and bootstrap for accuracy estimation and model selection. Pro-

ceedings of the 14th international joint conference on Artificial intelligence—Volume 2; Montreal, Que-

bec, Canada. 1643047: Morgan Kaufmann Publishers Inc.; 1995. p. 1137–43.

49. Mejı́a-Roa E, Tabas-Madrid D, Setoain J, Garcı́a C, Tirado F, Pascual-Montano A. NMF-mGPU: non-

negative matrix factorization on multi-GPU systems. BMC Bioinformatics. 2015; 16(1):43. https://doi.

org/10.1186/s12859-015-0485-4 PMID: 25887585

50. Erichson NB, Mendible A, Wihlborn S, Kutz JN. Randomized nonnegative matrix factorization. Pattern

Recognition Letters. 2018; 104:1–7. https://doi.org/10.1016/j.patrec.2018.01.007.

Effective early disease risk assessment with matrix factorization on a large-scale medical database

PLOS ONE | https://doi.org/10.1371/journal.pone.0207579 November 26, 2018 19 / 19

https://doi.org/10.1186/s12859-015-0485-4
https://doi.org/10.1186/s12859-015-0485-4
http://www.ncbi.nlm.nih.gov/pubmed/25887585
https://doi.org/10.1016/j.patrec.2018.01.007
https://doi.org/10.1371/journal.pone.0207579

