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This study elucidates the pivotal role of terminal structures in cis-1,4-polyisoprene (PI) chains, contributing to the
exceptional mechanical properties of Hevea natural rubber (NR). NR’s unique networking structure, crucial for crack resistance,
elasticity, and strain-induced crystallization, involves two terminal groups, @ and a. The proposed @ terminal structure is dimethyl
allyl-(trans-1,4-isoprene),, and a terminals exist in various forms, including hydroxy, ester, and phosphate groups. Among others, we
investigated three types of cis-1,4-PI with different terminal combinations: 4PIy; (pure PI with H terminal), ,P1,; (PI with @ and a6
terminals), and ,Plpo, (PI with @ and PO, terminals) and revealed significant dynamics variations. Hydrogen bonds between a6 and

a6 and PO, and PO, residues in ,PI  and

Associations between a6 and a6 and PO, and PO, terminals are markedly stronger than @ and @, and hydrogen terminals in y{PIy
and ,Pl,¢po, systems. Phosphate terminals exhibit a stronger mutual association than hydroxy terminals. Potentials of mean force

PIpo, systems induce slower dynamics of hydroxy- and phosphate-terminated PI chains.

@ @

analysis and cluster-formation-fraction computations reveal stable clusters in ,,PI ¢ and ,Plpo, supporting the formation of polar

aggregates (physical junction points). Notably, phosphate terminal groups facilitate large and highly stable phosphate polar
aggregates, crucial for the natural networking structure responsible for NR’s outstanding mechanical properties compared to
synthetic PI rubber. This comprehensive investigation provides valuable insights into the role of terminal groups in cis-1,4-PI melt
systems and their profound impact on the mechanical properties of NR.

phosphate terminal group, large size cluster, potentials of mean force, hydrogen bond, polar aggregates

main constituents of Hevea NR are cis-1,4-PI and two types of

. 2,14,15,20,21 .
The unique networking structure in natural rubber (NR) terminal groups. These terminal groups are referred to

imparts superior chemical and mechanical properties compared as w-terminal and a-terminal. The @-terminal consists of a
to synthetic cis-1,4-polyisoprene rubber (PI).'”'* Although dimethylallyl group and 2—3 trans isoprene. The a-terminals are
synthetic PI rubber has been adopted as an alternative due to
limited NR production, its comprehensive properties still lag
behind NR."” The exceptional properties of NR over PI rubber
arise from the natural networking structure formed between
nonrubber components and the terminal groups of cis-1,4-PI
chains.”'""'* Therefore, elucidating the role of terminal groups
in NR can provide valuable insights for designing new rubber
materials. Hevea NR consists of rubber particles, protein, lipids,
carbohydrates, metal ions, and other components.”'*~"" The

considered to be categorized into those containing hydroxy,
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Table 1. Details of the Three Melt Systems, ;PIy, Pl and ,Plyo “

system code terminal-1  Cis-isoprene terminal-2

PI, (xPIy) H-terminal 24 H-terminal

Ply; (,,PLy) [0) 21 Hydroxy-terminated cis-1,4-isoprene
(a6)

PL, (“)PIPQ) ) 21 Phosphate-terminated cis-1,4-isoprene

NVT  simulated annealing NPT  NVT production run
N M ns ns ns ns
24 S12 20 20 100 1000
24 512 20 20 100 1000
24 512 20 20 100 5000

“N is the number of monomers in each polymer chain and M is the number of chains present in each melt system. The full-atom MD simulations
were performed in the sequence, i.e,, NVT — simulated-annealing - NPT-EQ — NVT-production-run.

Terminal-1 (uPly)

(wPIuG)

Terminal-2
3% 1SO = ~CH2-C (CH3)=CH-CH3

) .
Hydroxy terminated cis-1,4

(uPlros)

isoprene C") "
20 IP — P04 = -CH2-C (CH3-)=CH—CH.2—0:—I‘-{’o
Phosphate terminated cis-1,4 05,
isoprene

Figure 1. Extended structure of the cis-1,4-polyisoprene (PI) chain of pure PI terminated by H (4Ply), ,Pl,e and ,Plpo,. End-isoprene residues of

pure PI are shown by the cyan color. -Terminals (dimethyl allyl group and two trans-1,4-isoprene) are shown by blue color, a6 terminal is shown by
orange color, and PO, is shown by red color. Backbone carbon and hydrogen atoms are shown in gray color and the oxygen and hydrogen atoms of —

OH are shown in red and white colors, respectively.

ester, and phosphate groups.””'*°™*° Previous investigations
have conducted structural analysis using solution NMR on the
terminal units of NR subsequent to chemical treatment
involving alterations such as deproteinization with enzymes
and other chemicals.”***” These studies revealed the presence
of monophosphate, diphosphate, and phospholipids at the a-
terminus.”>°~** In contrast, Oouchi et al. devised a NMR-based
approach to analyze terminal unit structures in commercial NR,
either without chemical treatments or with mild treatments like
acetone extraction to remove impurities. Their novel methods,
integrating 2D-NMR, effectively suppressed signals from low-
molecular-weight impurities. Employing these techniques, they
detected NMR signals of terminal units in chemically untreated
NR. Analysis of eight commercial H-NR samples consistently
revealed six a-terminus terminating-end units, with none
forming a phosphate ester.' Hence, there is a contradiction
between these two experimental research studies. This disparity
between experimental findings necessitates a thorough inves-
tigation into the molecular characteristics of these a-terminal
groups in NR. It is also reported in the literature™>***” that, in a
melt of natural cis-1,4-PI, a physical network structure is formed
through hydrogen bonds (HBs) in a-terminal and through
hydrogen and ionic bonds with phospholipids, while w-terminal
bonds are formed with protein molecules. These branch points
in the network play a vital role in polymer chain elongation
during deformation. Previous research utilizing NMR has
suggested that lipid molecules form physical junction points
with @-terminal through hydrogen and ionic bonds.™'#'>*%*>*°
Recent experimental studies have also indicated the significance
of physical junction points by terminal groups in the strain-
induced crystallization (SIC) of NR."*°7** Moreover, a
synthesized phosphate-terminated PI rubber has shown
improved mechanical properties compared to pure PI rubber
due to multiple physical junction points mediated by phosphate
terminal groups.®® Recent findings demonstrate that phosphor-
ylcholine groups function as cross-linking sites (physical
junction points) in both unvulcanized and vulcanized rubber,
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thereby enhancing mechanical characteristics through the
facilitation of SIC. Conversely, polymers featuring pendant
hydroxyl groups exhibit sequence-specific SIC behaviors
attributed to their nonaggregating nature.”* However, the
structural mechanism of physical junction point formation
remains unclear. To address this knowledge gap, we perform
coarse-grained and all-atom molecular dynamics (MD)
simulations, investigating the role of w-terminal and two types
of @'-terminals (i.e., a6-terminal group and IP—PO, terminal
group) in the formation of physical junction points by PI chains.
In this work, we used the terminology a’-terminal instead of a-
terminal because the terminal-containing PO, has not been
confirmed yet by an experiment to be a terminal group of cis-1,4-
PI taken from a rubber tree. Our multiscale approach is based on
our recent work,”*~>° where we developed a model for cis-1,4-PI
chains with six types of terminal groups (i.e., from al to a6,
according to their notation)." The a6-terminal group represents
hydroxy-terminated 1,4-cis-isoprene [—CH,—C(CH;)=CH-—
CH,—OH] and IP—PO,] terminal group represents phosphate-
terminated 1,4-cis-isoprene [—CH,—C(CH;)=CH-CH,—
H,PO,]. Therefore, there is structural similarity of monomer
units in between @6 and IP—PO, terminal groups. Henceforth,
the notation for the —H,PO, group shall be simplified to —PO,.
Table 1 provides details of the three distinct melt systems with
different terminal groups (see Figure 1). Molecular modeling
and MD simulations have been invaluable in investigating the
mechanical and chemical properties of polymers, complement-
ing experimental studies.””**~°” In our recent research,”* " we
employed a multiscale approach to explore the interactions of
terminal groups in the cis-1,4-PI chain, which was recently
generated as reported by Choi et al.”* In the current study, we
focus on cis-1,4-PI with @-terminal and two distinct types of o’
terminals, namely, the a6-terminal group and the PO, terminal
group. In addition, as a reference melt system, we also consider a
melt system of hydrogen-terminated cis-1,4-PI (yPI};). Namely,
we investigate three different melt systems (yPly), ,,Plye and
»PIpo, each characterized by unique combinations of w-
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terminal and a'-terminal groups (illustrated in Figure 1). Our
approach builds upon the same multiscale model utilized in our
previous work.”>~>* Detailed information about each melt
system is provided in Table 1.

In this investigation, we explore three distinct types of cis-1,4-PI
melt systems, each characterized by different combinations of -
terminal and &’ -terminal groups (details are provided in Table 1
and Figure 1). To ensure sufficient statistical sampling, we
include 512 cis-1,4-PI chains in each melt system, with each
chain comprising 24 monomers (M = 512 and N = 24). This
approach aligns with our previous work, where we also
considered a similar combination but solely focused on the six
types of a-terminals.”*”>° Experimental studies have revealed
that NRs with low molecular weights exhibit enhanced
mechanical and rheological properties, owing to a high density
of terminal groups.64_6 ” These terminal groups readily associate,
potentially interacting with nonrubber components such as
proteins, lipids, and sugars, thereby facilitating the formation of
the natural network structure.®® In contrast, NRs with longer
polymer chains exhibit poorer mechanical and physical
properties due to the formation of a lower fraction of chain
end group aggregates. Hence, we have chosen short PI chains in
this study to gain molecular-level insights into terminal group
aggregates. The molecular weight range of natural PI obtained
from rubber trees spans from 100 kDa to 2000 kDa,*”*® which is
considerably large and too lengthy to be efficiently handled in
numerical simulations. The primary objective of this study is to
elucidate the difference in the formation of physical junction
points among these terminals in the three types of polymer melt
systems. Thus, we consider a cis-1,4-PI chain with a molecular
weight of 1.6 kDa, which provides an adequate length for
achieving the goals of this investigation.

The initial configuration of each melt system is generated
through a multiscale approach, as detailed in our previous
publications.””~** These initial structures (refer to Figure S1)
are utilized as starting points for all-atom MD simulations,
employing GROMACS version-2019.2.° The CHARMM
general all-atom force field,”””" extensively validated for various
polymer melt systems,”” is employed for these simulations. The
temperature and pressure are set to 360 K and 1 bar,
respectively, following similar conditions from our previous
work.””***> To prepare the systems, the initial structures are
energy-minimized, and subsequently, NVT equilibration, NPT
simulated annealing, and NPT equilibrations are performed (see
Table 1 for the respective classical MD simulation times for each
step). The equilibrated structure is then subjected to a
production run spanning 1000—S5000 ns. The trajectories
generated from these simulations enable the computation of
the radius of gyration, end-to-end distance, and radial
distribution function between terminal groups, thereby
elucidating the local structure of branching physical junction
points between or among PI chain ends. To maintain the system
temperature, we employ the Nosé—Hoover thermostat with a
coupling constant of 1 ps. The system pressure is controlled at 1
bar using both the Berendsen barostat and Parrinello—Rahman
barostat’> during equilibration and the production run, with
time constants of S ps and a compressibility of 4.5 X 107> bar™"
(4.5 x 107" Pa™"), respectively. The Verlet cutoff scheme is
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employed to build the neighbor list, with a cutoff radius of 1.2
nm for all-atom MD simulations. The LINCS algorithm”” is
utilized to constrain HB lengths. A time step of 2 fs is employed
for all-atom MD, while the particle mesh Ewald method”* is
employed for calculating electrostatic interactions.

In this section, we expound upon the outcomes derived from our
all-atom MD simulations. The subject of our investigation
revolves around the intricate assessment of static and dynamic
properties, encompassing end-to-end distances, radii of gyration,
as well as mean square internal distance and end-to-end vector
autocorrelation functions, and Rouse mode analysis in relation
to PI chains featured in the three distinct systems, as detailed in
Table 1.

Through a systematic exploration, we scrutinized the
equilibrium properties of PI chains, delving into key parameters
such as the end-to-end distance (R..), radius of gyration (Rg),
and mean square internal distances (R*(n)). Capturing the
temporal evolution of the end-to-end distance and radius of
gyration via Figure S2 (provided in the Supporting Informa-
tion), we observed remarkable stability over the course of the
production run, signifying the establishment of equilibrium
within the polymer chains across all PI melt systems. Moreover,
we conducted a thorough evaluation, calculating the mean
square end-to-end distance (RZ,) and the mean square radius of
gyration (Ré), and the ensuing ratio (R%,)/ (Ré) is documented in

Table 2. Our observations, encapsulated in Table 2, demonstrate

Table 2. Mean-Square End-to-End Distance, (R2,), Mean
Square Radius of Gyration, (Ré), Kuhn Length, b, and
Number of Kuhn Segments, Ngg, for all Melt Systems at 360
K and 1 bar

system  (RS) [nm’]  (RY) [am’]  (R.)/(R) b[nm] N
WPy 873 +025 143 +0.02 6.11 080  13.50
Pl 9.00 £0.30  1.44 +0.03 623 081  13.59
oPlo, 10724015 161 +0.01 6.64 094 113

the close adherence to a Gaussian behavior for the PI chains.
The Kuhn length b characterizing a polymer is precisely defined
as the quotient of the mean square end-to-end distance (RZ,) and
the maximum size when the polymer chain is fully extended R,

R2
) (R2)
Rmax
Rma.x = bNRB (1)

The variables b, representing the Kuhn length of the polymer
chain, Ngg, denoting the number of Kuhn segments, and R,
indicating the fully extended length of the polymer chain. Our
investigation has involved the estimation of both the Kuhn
length and the number of Kuhn segments for the polymer chain
within each melt system, with detailed results presented in Table
2. The derived values for the Kuhn lengths exhibit close
alignment with experimental data.””

The investigation of chain conformations in each melt system
was duly characterized through the utilization of mean square
internal distances (R*(n)), as elucidated by Figure S3 (contained
in the Supporting Information). By averaging these quantities
over all segments of size n = i — j along the chains, wherei<j €
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[1, N] denotes monomer indices, we acquired profound insights
into the overall system behavior. Notably, our findings
underscore the sufficiency of the simulation duration for each
melt system, as the chains exhibited extensive movement,
spanning multiple times their individual dimensions.

The computation of the end-to-end vector autocorrelation
function, denoted as C(t), was executed as an essential aspect of
our investigation. This correlation function was assessed as a
function of simulation time for each distinct melt system,
employing the following well-established equation

R(t)-R(0)

C(t) = (B

R(0)-R(0) (2)

Herein, R(0) and R() represent the end-to-end vectors at time ¢
= 0 and time t, respectively, and the angle bracket signifies an
ensemble average. The graphical depiction of C(t) for the three
distinct systems (Ply, Ply;, and PLy,) is presented in Figure 2.

(a) The rotational relaxation behavior of a PI chain in the three melt systems Py vy pn
1 :
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(b) The rotational relaxation time 7o of polymer chains for cach melt system.
Systems | Relaxation time 7o [ns] (8 = 1) | Relaxation time 7t [ns] (8 # 1)
uPly 45.4140.01 42.50+£0.01 (8 =0.88)
wPlag 57.23£0.01 49.05+£0.01 (5 =0.97)
wPlpo, 804.04 + 0.58 574.24+0.25 (8 = 0.46)

Figure 2. Rotational correlation functions as a function of time for each
melt system. In panel (a), the dashed lines represent fits to the stretched
exponential function, C(t) = exp[—(t/rmt)/}], on the other hand, the
solid circle stands for a fit to a simple exponential function, C(t) =
exp[—(t/7,;)]- Panel (b) showcases the corresponding rotational
relaxation times, denoted as 7,,. Computation of 7, is achieved by
fitting the end-to-end vector autocorrelation functions, C(t), to a simple
exponential function and stretched exponential function.

Additionally, we undertook an estimation of the average
rotational relaxation time, achieved through a fitting procedure
of the time correlation function to the simple exgonential
function as well as the stretched exponential function,”® which is
defined below

/ p
C(t) = exp —[—]

rot

()

The rotational relaxation times, denoted as 7,,, and the
associated stretching exponents, represented as f§ for the three
distinct systems, are illustrated in Figure 2b. In the case of the
simple exponential function, # = 1 while for the stretched
exponential function, f < 1. As seen from Figure 2a, the data for
uPly and ,PI,, are well fitted by the simple exponential
function, but for ,,Pl;o, the stretched exponential function gave
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a better fit. Intriguingly, the observed order of relaxation times
exhibits a distinct hierarchy: Pl < Pl < ,Plpg . From the

analysis of Figure 2b, we can see that the rotational relaxation
times computed by using stretched exponential functions are
always, respectively, smaller than the ones computed by using
simple exponential decay functions. This compelling finding
emphasizes that the presence of hydroxy and phosphate terminal
groups significantly retards the dynamics of PI chains when
compared to hydrogen-terminated PI chains. Especially the
phosphate terminal groups alter the fashion of relaxation
dynamics to the stretched exponential decay (f = 0.46) from
a simple exponential decay one. In addition, in the ,PIpo, melt,

the substantially long relaxation time 7, (i.e., ten times or more,
longer than the other two systems) is observed.

We conduct Rouse mode analysis on the all-atom chains, which
are represented as coarse-grained chains comprising 12 Rouse
beads based on the data, as shown in Table 2. In accordance with
the Rouse model,”” the normal coordinate is evaluated as X, for
free chain ends is defined as

& 2 (j - 1/2)pn
X, (1) = ]:zl cos(iN ]rj(t)

NRB RB

(4)

Here, Ny denotes the count of Rouse beads within a chain,
while r; denotes the position of the j-th Rouse bead.”*”®" In the
context of a Rouse chain with free ends, the theoretical
expectation dictates the relationship z,/7g = 1/ p*. Here, 7p(=1,)
is the longest chain relaxation time.

The Rouse mode analysis for a polymer chain with fully
immobilized chain ends can be conducted through the
utilization of the subsequent normal coordinate®

Xp(t) = ﬁ /O‘NRB sin[(p_l\;ﬂ)rn(t)dn

RB

(5)

Under the condition of fixed chain ends, the anticipated
theoretical relationship is expressed as TP/ R =1/ (p -1/ 2)2.
We computed the time autocorrelation function (X, (t)-
X,(0))/(X,(0)-X,(0)) for various Rouse modes, namely, p = 1,
2, 3, 4, 5, and 6, derived from the current all-atom MD
simulations. The corresponding time autocorrelation functions
are illustrated in Figure S4 of the Supporting Information. In
Table 3, the longest chain relaxation time 7, corresponding to

Table 3. Chain Relaxation Time 7, for First Rouse Mode (p =
1)

systems  type of alpha terminal 7g [ns] 7g (system) /7y (4PLy)
WPy 48.88 + 0.01 1.00
JPL hydroxy 5§7.07 + 0.01 117
«Plpo, phosphate 750.05 + 0.25 15.34

“The fitting of the time autocorrelation function (Xp(t)XP(O))/
(X,(0)-X,(0)) with a simple exponential function for extracting the

chain relaxation time 7,,.

the first Rouse mode (p = 1), is depicted for every melt system.
In Figure 2b, 7,,, obtained through fitting a simple exponential
decay function to the rotational correlation function C(t) for
each melt system, is also presented. A consistent pattern is noted
between the chain relaxation time of the first Rouse mode 7, (see
Table 3) and the rotational relaxation time 7, (Figure 2b).
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Consistent with the predictions of the Rouse theory,”” the
envisaged scaling behavior of relaxation times 7, corresponds to
each normal mode p is expounded. The theoretical framework
asserts that in the absence of constrained chain-ends, the scaling
relationship is expressed as 7,/7p = 1/ p*, while under fixed chain-
ends, the relationship transforms to 7,/7z = 1/(p — 1/2)%%
Figure 3 visually illustrates the dependence of the 7, on the

1000
WPl ®
(J)PI(Xf)
800! 100 oPlpos
200 T e i 1
¢ RRERS
600 o— b
. & b
400 1 /p2 J—
0.01} ) |
U(p=1/2)7 - -+
200 | 1 2 p 3 4 5§
P i—

®
6

Figure 3. Plot of 7, vs p. Figure illustrates the relaxation times
corresponding to distinct normal modes p of the polymer chains,
elucidating the dynamic characteristics of the melt system. In the inset
of the plot, we have shown the log—log plot of 7,-vs-p.

normal mode p. The determination of relaxation times 7, for
polymer chains in each melt system involves fitting the time
autocorrelation function (X,(t)-X,(0))/(X,(0)-X,(0)) with a
simple exponential function, namely, exp(—t/ TP). If Rouse
scaling is valid, all curves presented in Figure 3 are anticipated to
converge onto a unified trajectory, reflecting 7,/73 = 1/ p2 for
unconfined chain-ends and /7y = 1/(p — 1/ Z)Sfor fixed chain-
ends. In the case of PI; (4PIy;), where PI chains possess free
chain-ends, adherence to Rouse scaling is evident (indicated by
the gray color symbol @ in Figure 3 for Rouse modes p =1, 2, 3,
4, 5, and 6). Likewise, for the ,PI,; melt system, the PI chains
also adhere to free-end Rouse scaling, suggesting that any
deviation in higher modes is not triggered by intermittent
associations among chain ends. In Table 3, we present the chain
relaxation time 7y for each molten system under consideration.

The observations from Figure 3 and Table 3 collectively
suggest that the system Pl characterized by end-group
associations, maintains adherence to the scaling principles of the
Rouse model with free ends. However, it manifests a prolonged
relaxation time scale due to the intermittently constrained
dynamics of chain ends. Conversely, the ,Plpo, melt system

conforms similar behavior to 1/ (p -1/ 2)2. In addition, from
Table 3, we can see that the relaxation time can be substantially
enhanced by PO, groups. Based on the findings of the current
analyses, the intermittent interaction among a6-terminals does
not alter the Rouse dynamics behavior; however, it does
modulate the time scale of Rouse relaxation. Conversely, the
association among PO, groups results in deviation from the
behavior of a Rouse chain with free chain-ends, particularly for
first and second Rouse modes (p = 1 and 2), and significantly
augments the relaxation time of ,PIpg, chains.
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In this section, our focus centers on the examination of
associations between terminal groups, specifically ISO—-ISO,
®—w, a6—a6, and PO,—PO,, in the Pl Ply;, and PI; melt
systems. Figure 4 presents snapshots of the PI,, Ply;, and PL;,

(a) PIO

(b) Plyr (wPlas)

(c) Py (oPIpo,)

et

3 4 £

Figure 4. Snapshots of the (a) PIy, (b) Ply;, and (c) PL, melt systems
captured after the final production-run of all-atom MD simulations. @
terminals are represented by the dimethyl allyl group (shown in blue),
along with two trans-1,4-isoprene moieties. @6 and PO, terminals are
depicted in orange and red colors, respectively, while the cis-1,4-
isoprene units are represented in cyan. The backbone carbon and
hydrogen atoms of each primary PI chain are illustrated in gray color,
providing a comprehensive view of the molecular arrangement within
the systems.

melt systems after the production run. Remarkably, we observed
distinct characteristics in the aggregate states of a6—a6 and
PO,—PO,, clearly evident in the snapshots, while such an
aggregate state is notably absent for ISO—ISO.

In order to gain insight into the local structural organization of
terminal groups surrounding a specific terminal group, we have
conducted a thorough investigation using radial distribution
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functions (RDFs). These RDFs, denoted as g,(r), are estimated
by assessing the distribution of distances between the centers of
mass of various cis-1,4-PI chains’ terminal groups. The RDFs are
mathematically described by the following equation

<p/3 (7’) >local,(1
(05 (r))e (6)

The expression for (pﬂ ("))1ocal o Tepresents the average density of

8,5(r) =

type f particles in the vicinity of type a particles at a given
distance r. This density is calculated as follows

N,
Z <p/; (r) >local, iy

i,=1

1
<p (r)>local P
/ g 1\7{1(6&/} + 1)

)
In eq 7, <p/}(r)>local,ia represents the local density of type

particles surrounding the i-th type a particle at a specific distance
r. This local density is defined as follows

Ny
(Do, = 2 6y, = 1)
e (8)

In eq 8, the primed summation notation introduces a distinction
based on the relationship between a and f3. Specifically, when a
and f represent different particle types, the summation, denoted
as )/, spans from j; = 1 to N Conversely, when a and /3 refer to
the same particle type, the summation, represented as Y,
excludes the contribution from the i,-th particle and extends
from j; = 1 to Nj, with the exclusion of j; # i,. The denominator
on the right-hand side of eq 6, (pﬂ ()

» Characterizes the average
density of particle type § within a sphere of radius r,, which is
centered around the a particle. It is mathematically defined as

follows

1
by = < 20 7D,

a =1

)
where (p4(r.));, designates the density of particle type S

confined within a sphere of radius r,, centered around the i-th

type a particle. This quantity is defined as follows

1 Te
B, = o 0y A 10
where V denotes the volume of the sphere, and the value of _ is
set to half of the box length. N, represents the total number of &
particles. Additionally, the Kronecker delta, &, takes the values
of lifa =, and 0if @ # f. To avoid double counting in the case
a = 3, the factor (8,4 + 1) is introduced in the denominator. In
this context, our focus lies in the investigation of the solvation
structure of terminal groups around a specific terminal group.
This exploration offers valuable insights into the local molecular
interactions and spatial arrangement of the terminal groups in
the system under study. In the course of this investigation, a
comprehensive analysis has been carried out to examine the
RDFs pertaining to several key molecular components.
Specifically, we have scrutinized the RDFs involving the center
of mass of the dimethyl allyl ((DMA]) group, the center of mass
of the H-terminated isoprene group ([ISO]), and the center of
mass of the phosphate group (PO,). Additionally, we have
investigated the RDFs associated with the hydrogen atoms of the
hydroxy groups within hydroxy-terminated cis-1,4-PI chains
([H]on) and the oxygen atoms of these same hydroxy groups
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([Olon)- These RDFs are denoted as [ISO]—[ISO], [O]ou—
[Olow [Olon—[Hlon [PO,]-[DMA], [O]oy—[DMA], and
[DMA]—[DMA] within 4PIy, ,,Pl,s and ,Plyo, melt systems.
For clarity, it is important to note that the notation [A]—[B] is
employed to symbolically represent the arrangement of
chemical functional group B around functional group A
throughout this study. These RDFs are presented in Figure 5.
In Pl vy, melt systems, the association between DMA groups
exhibits a slightly higher degree compared to that of [ISO]—
[ISO]. This observation aligns with our previous research
findings.”””**" In the case of Ply;, the position of the first peak in
the [O]-[H] RDF in ,Pl, occurs at 0.2 nm, confirming the
formation of HBs between the a6 and a6 terminal groups, which
facilitates the formation of branch points between hydroxy-
terminated PI chains. The intensity of this peak is significantly
larger compared to the peaks in [ISO]—[ISO], [O]-[DMA],
and [DMA]—-[DMA] RDFs. This indicates a strong association
of a6 terminal groups in PI chains compared to the @ terminals.
In the case of ,Plpg, the [PO,]—[PO,] RDF peak intensity is

notably higher than that of [PO,]-[DMA] and [DMA]—
[DMA] RDFs, implying the formation of a strong association
between PO,—PO, terminal groups. The number of large-sized
polar aggregates between a6 and a6 and PO,~PO, terminals,
respectively, in ,Pl s and ,Plpg, melt systems is significantly

higher compared to [ISO]—[ISO] in PIy. These findings shed
light on the solvation structure and molecular associations of
terminal groups in the PI systems under study.

The peak intensity of [PO,]—[PO,] RDF is notably higher
compared to [a6]—[a6] and [ISO]—[ISO] RDFs (see Figure
SS). This observation indicates that the [PO,] terminal groups
of PI chains exhibit stronger associations than the hydroxy-
terminated PI chains. Notably, we observed narrower RDF
peaks between the phosphate terminal groups of phosphate-
terminated PI chains, while the first RDF peaks of a6 terminal
groups of hydroxy-terminated PI chains are broader. Con-
sequently, the first coordination shell of PO, terminals appears
to be more ordered than that of a6 terminals. Additionally, the
coordination shell of a6 around a6 is more structured compared
to that of ISO around ISO. The analysis of running coordination
numbers (RCNs) (Figure S6) further supports these findings.
Specifically, in the first coordination shell, the number of PO,
terminal groups around other PO, terminals is significantly
larger compared to the a6 terminals around other a6 terminals
and ISO around ISO terminals. Notably, the value of RCNs in
the first coordination shell is highest for PO, terminal groups,
providing crucial insights into the distinct intermolecular
associations and structural order of terminal groups in the PI
systems under study.

To investigate the formation of clusters by terminal groups,
we employed the single linkage algorithm for association analysis
as described in refs 83—85 In the subsequent analysis, we define
an “encountering state” of an end-group of a chain with other
end-groups that belong to different PI chains. Specifically, when
the distance between two end-groups from different chains falls
below a threshold distance ry, at a specific time step, we identify
these end-groups as being in an encountering state. Moreover, if
either of the two end-groups is in the encountering state with a
different end-group from the other end, we consider the third
end-group as being in the encountering state with the first two
end-groups. By iteratively applying this procedure to newly
added end-groups and stopping when there are no further end-
groups to be added, we can determine the size s of the
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Figure 5. Radial distribution functions (RDFs) depicting the
associations between terminal groups in the three types of cis-1,4-PI
systems. For reference, the RDF of ISO around ISO in the pure PI
system (PI,) is plotted in all graphs, where "[ISO]"’ refers to the center
of mass of isoprene residues of terminals. Similarly, "[DMA]"’ denotes
the center of mass of dimethyl allyl (dimethyl allyl residue of @
terminal) and "[PO,]” represents the center of mass of the phosphate
group. Moreover, [O] and [H] represent oxygen and hydrogen atoms
of the hydroxy group in @6-terminals, respectively. In the RDFs, @ and f8
are denoted by the symbols [PO,], [ISO], [DMA], [O], and [H], and
the corresponding associations a—f3 are color-coded as follows: gray for
[ISO]-[ISO], blue for [DMA]—[DMA], red for [PO,]—[PO,], dark-
green for [PO,]—[DMA], black for [O]—[H], orange for [O]—[O],
and dark-green for [O]—[DMA].

encountering end-groups by counting the number of end-groups
involved. Consequently, we evaluate the number n, of
encountering states with size s, thus providing valuable insights
into the clustering behavior of terminal groups in the PI system
under investigation.

The classification of end-groups in an encountering state is
based on whether they contain only a single type of end-group,
denoted as a type, in which case the notation n,** is employed,
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or whether they involve two different types of ends, @ and f3, in
which case the notation n,% is used. To evaluate the number of
encountering end-groups of size s, we perform this analysis for K
instances during the last 100 ns of the final production run
trajectories. Here, K represents the number of frames present in
the 100 ns all-atom simulation trajectories, i.e., ns("ﬂ )(k) , where k

=1, 2, .., K = 50,000. Usin§ ns(aﬁ)(k), we define the
encountering-event-fraction fenc(a (s) for a given cluster size s
as follows

£ =

11+
__Z (u/f)( k)
nS
- MK, (11)
where the number of chains in the system is denoted as M. In
Figure 6, we present fenc(“ﬂ )(s) as a function of the encountering-
event size s for each melt system. Specifically, f...(*)(s = 2)
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Figure 6. Plot illustrates the fraction of end-group encounters with a
cluster size s for the Pl yy,;, systems. Cut threshold length, ry, is set to
0.6 nm. It is important to note that the sum of the fractions for all cluster
sizes, 35 - 1 fonc® (s = 1), is equal to 1 for each system, ensuring a
comprehensive account of all cluster sizes. However, the fractions
corresponding to s = 1 are not explicitly shown in the plot.
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represents the probability of a terminal group encountering
another terminal group, effectively indicating the likelihood of
terminal group associations in the form of dimers. If fem(aﬂ )(s =
2) = 1, it implies that every terminal group from any chain must
be associated with a terminal group from another chain,
resulting in 100% of terminal groups forming dimers. However,
as the size of the encountering-event increases, the encounter-
ing-event-fraction of terminal groups decreases. This suggests
that the probability of terminal group associations decreases
with the increasing size of the encounter, highlighting the
diversity in the sizes and structures of the associations in the PI
melt systems. In the case of yPIy, our observations reveal that
the encountering-end-groups predominantly consist of size two,
with a few occurrences of size three, and very few instances of
size four. However, for , Pl the situation is different. Here, in
addition to sizes two and three, encountering-events of larger
sizes beyond three is also present due to the strong attractive
interactions between a6 and a6 terminal groups, as corrobo-
rated by the findings presented in Figure S. The clusters of size s
are evident as (OH)},P(DMA)qq or (PO4)PP (DMA)qq, where pp
=0,1,2,and qq = 0, 1, 2,---with s = pp + qq. In terms of the
encountering-event-fractions of size two, the encounter of
[(OH),] is slightly more frequent than [(OH),;(DMA),] and
[(DMA),]. Moving to size three, [(OH),] also dominates over
[((DMA),], [(OH),(DMA),], and [(OH),(DMA),]. In the
case of size four, [(OH),] significantly participates, while the
contribution of [(OH),;(DMA);] is minor (the presence of
other possibilities like [(OH),(DMA), is not observed). For
size five, only [(OH),] is observed, and for size six, only
[(OH)g] exists. The encountering-event-fractions in the Pl
melt systems are more pronounced compared to the yPly
system. In the ,Plpo, system, the encountering-event-fractions
of size two are dominated by [(DMA),], with the contribution
of [(PO,),(DMA),] being very small, while [(PO,),] is almost
absent. Regarding size three, [(DMA);] is more widespread
compared to [(PO,),;(DMA),] and [(PO, ), (DMA),] while the
contribution of [(PO4)3] is negligible. For the encountering-
event-fractions of size four, [(DMA),] predominates over
[(PO,),(DMA),] (the presence of other possibilities like
[(PO,),(DMA),] is not observed). For encountering-event-
fractions of size larger than four (4 < s < 28), exclusively
[(PO,)s.10.25] exists. The observation indicates that the end-
groups encounter each other with a certain fraction; however,
their stability as branch points or stable clusters remains
undetermined. To address this, potentials of mean force (PMFs)
have emerged as a widely used approach for assessing the
stability of clusters in various research studies.”>*>*~'°" In this
study, we compute the PMFs between the terminal groups using
the following equation

W(r) = —kpT log(g(r)) (12)

where T is the temperature of the system, k is the Boltzmann
constant in kJ mol™'/K, and g(r) represents the radial
distribution function between the terminal groups. This
equation allows us to derive the PMFs, which provide essential
insights into the thermodynamic stability and interactions of the
terminal groups in the system. We present the PMF between the
terminal groups as a function of distance in Figure 7. Each PMF
profile exhibits a minimum for contact pairs, which we denote as
the contact minimum (CM). In PI, we observe a shallow
minimum for contact pairs between the two isoprene terminals,
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Figure 7. PMF W(r) is calculated by using the equation W(r) = —kzT
log(g(r)), where g(r) is the radial distribution function between the
terminal groups. Error bars in each PMFs profile is less than 0.2 kyT.

[ISO]-[ISO], at a distance of 0.6 nm. Similarly, for PI, and Ply;
melt systems, we perceive a shallow minimum for contact pairs
between DMA- and DMA-terminals at 0.6 nm. The interaction
free energy of these contact pairs is on the order of thermal
energy, indicating that they cannot be considered stable
associations. In contrast, for the ,PI, system, we observe
sharp minima for contact pairs between [OH]—[OH] of a6
terminals, and the stability of this contact pair is substantially
higher than the thermal energy. The stability of a6—a6
association is significantly higher than that of [ISO]—[ISO]
and [DMA]—[DMA] terminal associations. In the case of the

»Plpo, System, we notice the formation of a stable contact pair

between [PO,]—[PO,] at a distance of 0.44 nm and between
[DMA]-[DMA] at 0.6 nm. The [PO,]—[PO,] contact pair is
more stable than the [DMA]—[DMA] contact pair. For the
formation of a stable cluster, the absolute value of the interaction
energy |Wl at the CM must be significantly greater than the
thermal energy. Therefore, we define the criteria for cluster
formation as IWl > 2kgT at the CM. These PMFs provide
valuable information about the stability of terminal group
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associations and are crucial for understanding the behavior of
the terminal groups in the PI systems studied. The dissociation
barrier height for the CM of end groups is defined as the free
energy difference between the CM and the first maximum of the
PME.'%* Figure 7 clearly shows that the values of dissociation
barriers are 10.8 kJ/mol (3.6 kg T) for the [O]-[O] CM and 17.9
kJ/mol (5.9 kyT) for the [PO,]—[PO,] CM in the ,PI s and
«PIpo, melt systems, respectively. These dissociation barrier

heights indicate the energy required to break the stable contact
pairs, and they offer insights into the stability of terminal group
associations in the respective PI systems.

By utilizing the PMF profiles between the terminal groups, we
define a stable association between two terminal groups as
follows: when the PMF (W) between two terminal groups
satisfies the inequality (IW(rcy)l > 2kgT), where rcy is the
distance at the CM, the two terminal groups are considered to be
in a state of stable association and can form a “cluster”. To count
the number of terminal groups that join a cluster, we apply two
criteria: (i) the distance criterion mentioned in eq 11 and (ii) the
criterion for stable association (IW(rcy)| > 2kgT). The obtained
number of clusters with size s is then expressed as 1P (k;|
W(rcwm)|>2kgT), where @ and f represent OH or PO, or DMA.
The meaning of the superscripts o and f is the same as that used
for the number of encountering end groups. For example,

nS(PO4_DMA) is the number of size s clusters that contain PO, and
DMA residues of the terminals, and n,(O7~CH) (jy (PMA-DMA) .

nS(PO"_PO")) is the number of size s clusters composed of only OH
(PO, or DMA) terminal groups. By using these numbers, we
determine the cluster-formation-fraction f. @(s) with the

following equation

luster

K

D nl P W (11> 2k T)
k=1

() ==

(ap)
/ MK

cluster (13)
The cluster-formation-fraction, fduster(”’ﬁ )(s), is presented in
Figure 8. In the case of yPly, the formation of clusters by the
terminal groups is entirely absent, while the encountering-events
of end-groups are clearly evident, as illustrated in Figure 6.
Conversely, for ,PI, clusters of sizes two, three, four, five, and
six are observed, with no clusters of size s > 7 being detected. In
the context of ,PIpq, clusters of size four, and larger than four

are identified. Notably, the associations involving [DMA]—
[DMA] and [OH]-[DMA] terminal groups are entirely
excluded from cluster formation, aligning with a similar trend
reported in our previous work.”> Furthermore, in the case of
»PIpo, cluster-formation-fractions are observed for 4 <'s < 28,

with the associations of [DMA]—[DMA] and [PO,]—[DMA]
terminal groups being fully precluded from cluster formation.

The local rotational and translational mobility of terminal
groups is influenced by the duration of time they spend within a
specific coordination shell. The survival probability P(z)
quantifies the fraction of terminal groups that remain within
the coordination shell around a given terminal group at time ¢
and continue to be present in the same shell at a later time ¢ + 7.
This probability is determined by assessing the likelihood of
finding a group of particles remaining in a spherical region with a
radius of ry,4, centered at the geometrical center of the selected
group.' """ The survival probability is calculated using the
following equation
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where N(t) is the number of terminals in a spherical region with
aradius (ry,q) centered at the geometrical center of the selected
group assigned to a cluster at time £, N(, t + 7) is the number of
terminals that continue to stay in the same spherical region from
time ¢ to a time ¢ + 7, M, is the total number of time steps
contributing to P(7), and 7 is the time between the analyzed
configurations. The radius ry,q of the selected region for the
calculation of P(7) for ISO around ISO, DMA around DMA,
OH around OH, and PO, around PO, is chosen based on the
RDFs between [ISO]—[ISO], [DMA]—-[DMA], [O]—[O], and
[PO,]-[PO,] (Figure S). The radius of the first coordination
shells of ISO around ISO, DMA around DMA, and O around O
is used for the selected regions. MDAnalysis'*® is employed for
the calculation of the survival probability. From the investigation
of Figure 9, the order of decay of survival probability is yPI}; <
wPlys < ,Plpo,. The survival probabilities slowly decay in

phosphate-terminated PI chains compared to hydroxy-termi-
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Figure 9. Plot shows the survival probabilities P(t) for terminal groups
within the first coordination shell of each terminal group as functions of
time duration of t. Survival probabilities were calculated using the last
10 ns of the 1000 ns independent MD simulations. Error bars were
calculated using the block-average method. Each survival probability
was computed by averaging over the available time windows at given
intervals ranging from 1 to 5000 ps.

nated PI. The decay times of the survival probability curves are
obtained by fitting them into the Kohlrausch—Williams—Watts
(KWW) stretched exponential function, and the estimated
values are 6.05 ps Py, 56.22 ps (,,Plye), and 462 ps (,Plpo, ).

The fitted data is shown in Figure S7 of the Supporting
Information. These values indicate a much slower exchange rate
of terminal groups within the first coordination shell in both
phosphorylated and hydroxylated PI chains compared to pure
PI. Furthermore, the exchange rate of PO, terminal groups
within the first coordination shell is much slower compared to
hydroxy terminal groups. The decay rates and stretching
exponents, along with their error bars, are presented in Table 4.

Table 4. Survival Probability P(t) Is Analyzed Using the
Kohlrausch—Williams—Watts Stretched Exponential
Function, Enabling the Computation of the Average
Relaxation Time 7 and the Stretching Exponent f

systems average relaxation time [ps] stretching exponents /3
uPly 6.05 £ 0.05 0.668 + 0.001
wPlys 56.22 +£0.25 0.665 + 0.002
wPlpo, 462 + 4 0.143 £ 0.001

The relaxation time of phosphate terminal groups interacting
with other phosphate terminal groups is considerably longer
compared to the relaxation time of hydroxy terminal groups
interacting with other hydroxy terminal groups.

We analyze the diffusion behavior of individual PI chains in each
melt system. The mean square displacement (MSD) of the
center of mass of a single PI chain is computed using the last 100
ns of the production-run trajectories

((AR,(1)*) ~ t* (15)

where AR, (t) = R.,(t) — R.,,(0) and (ARZ (t)) represent the
MSD of the center of mass of a PI chain at time t. The resulting
MSD as a function of simulation time is presented in Figure 10.
As seen in Figure 10, the MSD does not reach the linear regime
yet, but we can see that the self-diffusion of PI with the
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Figure 10. Mean square displacements for the centers of mass of
polymer chains in each melt system. Inset stands for the log—log plot of
the main graph.

phosphate terminal is suppressed and the diffusion exponent  is
substantially smaller than that of {PI;; and ,PI .. We observed
that the center of mass motion of polymer chains is subdiffusive
for all three melt systems, i.e., (AR, %(t)) grows as £*7°, t*%° and
4 for ;PIyy, ,PL, and «PIpo, respectively. A similar trend was

reported in previous experimental and theoretical stud-
106—110
es.
We observed that the self-diffusion follows the order: 4PIy >
wPlos > ,Plpo,. Thus, the single-chain mobility of the pure-PI

system is faster compared to ,,PI ¢ and ,PIyo, melt systems. The

presence of HBs between a6—a6 and PO,—PO, terminals
appears to retard the mobility of hydroxy-terminated and
phosphate-terminated PI chains. In particular, we found that the
diffusion of ,,PIo, molecular chains is significantly slower than

that of ,PI s molecular chains.

The investigation into the dynamics of HBs within the polymer
melt systems involved the computation of the widely recognized
HB time correlation function Cyg(t) for pairs of hydrogen-
bonded polymer chains denoted as i, j. This correlation function,
essential for understanding HB dynamics, follows the definition
established in previous studies'''~'"*

Z hij(to)hij(to +t)
Z (hij(to))z (16)

Here, the dynamic nature of HBs in polymer chains is examined
through the variable h,-]-(t), which quantifies the fulfillment of
geometric HB criteria between pairs of polymer chains i and j at
time t. The summation covers all potential pairs exhibiting
hydrogen-bonding interactions. The angular brackets represent
an average over multiple starting times within the trajectory. In
the continuous HB correlation framework Ci(t), it is crucial to
highlight that a HB, once disrupted, maintains its broken
classification, irrespective of any subsequent reformation. This
definition offers insights into the average duration a pair remains
bonded, providing the average HB lifetime, denoted as the
continuous lifetime 7f;z. In contrast, intermittent HB correlation
Cls(t) explores the persistence probability of a HB formed at t =
0, despite multiple breakings and reformations within the time
interval [0, t]. The corresponding lifetime is referred to as the
intermittent lifetime or HB relaxation time 7j;5. We computed
both continuous C§(t) and intermittent Cip(t) HB correlation

Crp(t) = (
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functions for @6—a6 and PO,—PO, utilizing MD Analysis.'*>" '
We conducted an assessment of the continuous Cgg(t) and
intermittent Ciyz(t) HB correlation functions for specific pairs,
including a6—a6 and PO,—PO,, as illustrated in Figure 11.

; (A)

(nploc6
oPlpo, -

0g 5bot1doo 500 2000 00 5bot1doo 1500 2000
S S

Figure 11. Hydrogen bond correlation functions, the continuous
Cyp“(t) (A), and intermittent Cyy'(t) (B), for pairs a6—a6 (orange)
and PO,—PO, (red).

Furthermore, the determination of the HB relaxation time 7yp
was achieved through fitting the HB autocorrelation functions
Cip(t) and Cip(t) using the KWW stretched exponential
function. The resultant values of 7y and the stretching exponent
Pus are documented in Table S. For the intermittent HB
correlation function, we employed the KWW stretched
exponential function, specifically expressed as
Cip(t) = P + CII{B(O)eXp[—(t/TII{B)ﬂII{B]. The estimated val-
ues of i, stretching exponent fiys, and Py are presented in
Table 5, offering a detailed characterization of the temporal
behavior and persistence of HBs within our studied systems.
Examination of the continuous and intermittent HB lifetimes,
as elucidated in Figure 11 and summarized in Table 5,
underscores a pronounced distinction between the interactions
involving PO,~PO, and a6—a6 pairs. The notably protracted
continuous lifetime exhibited in PO,—PO, interactions signifies
a considerably more robust correlation among hydrogen-
bonded ,Plpo, PI chains in comparison to their Pl

counterparts. This observation suggests a higher degree of
order and structural organization within the polar physical
junctions containing phosphate groups as opposed to those
involving OH terminal groups.

We have conducted all-atom MD simulations to investigate
three distinct types of cis-1,4-PI melt systems featuring various
combinations of @ and ' terminal groups. Our analysis
encompasses both static and dynamic characteristics of PI
chains, including end-to-end distance R,., radius of gyration R,,
mean square internal distances, end-to-end vector autocorrela-

tion function C(t), average relaxation time 7,,, Rouse mode
analysis, survival probability P(t) of terminal groups, HB
correlation functions of terminal groups, and self-diffusion
behavior of PI chains. The examination of the end-to-end vector
autocorrelation function depicted in Figure 2a has unveiled a
discernible and intriguing behavior: a sluggish relaxation pattern
is evident in PI chains featuring PO, terminal groups. This tardy
mobility is further substantiated by the reduced translational
motion of PI chains in the context of the PO,-terminated PI melt
system, as shown in Figure 10. This behavior strongly implies the
likelihood of clustering phenomena between phosphate-
terminated PI chains. The Rouse mode analyses (Figure 3)
reveal that the intermittent interaction among a6-terminals does
not induce alterations in Rouse dynamics behavior; never-
theless, it does exert modulation on the time scale of Rouse

relaxation. However, the ,Plpo, melt system showed similar

behavior to 1/(p — 1/2)?, concurrently resulting in a substantial
increase in the relaxation time of ,Plpo, chains. We noted a

congruent trend in the observed patterns between the chain
relaxation time of the first Rouse mode 7; (Table 3) and the
rotational relaxation time 7,,, (Table of Figure 2). The RDFs
between various terminal groups, namely, [ISO]-[ISO],
[DMA]-[DMA], [O]on—[Olon, [a6]-[a6], and [PO,]-
[PO,] (as illustrated in Figures S and SS), offer additional
valuable insights into these interactions. For [ISO]—[ISO] and
[DMA]—[DMA], the low intensity and broad first RDF peaks
indicate a relatively weak association between these groups.
Conversely, the presence of a sharper and relatively higher first
RDF peak for [DMA]—[DMA] than that of [ISO]—-[ISO]
suggests a more stable and structured association among @
terminals, especially when compared to the isoprene terminals in
the pure PI system Pl In the context of ,Plyy, the most

remarkable observation is the significantly higher intensity of the
first peak in the [PO,]—[PO,] RDFs, in contrast to [ISO]—
[ISO] in pure PL, [O]ouy—[O]oy in ,Ply, and @—® in Plyviph
systems. This heightened intensity underscores a much stronger
association between PO, and PO, terminals in the specific
context of the ,PIpo, system. This significant finding is further

substantiated by the slower decay of the survival probability for
PO, around PO, terminals, as demonstrated in Figure 9. It is
crucial to emphasize that this robust association between
phosphate groups is pivotal in the formation of a naturally
occurring network, a trend that aligns with prior experimental
investigations.”” This intriguing phenomenon sheds light on the
intricate MD and intermolecular interactions in the PI system,
especially in the presence of phosphate-terminated chains,
which have profound implications for material properties and
behavior.

The investigation into the clustering and dynamics of terminal
groups within physical junction points was conducted through a
comprehensive analysis of three distinct PI melt systems. Our
focus centered on assessing the encountering-event-fraction
£%)(s) of terminal groups (Figure 6), the PMF between these
terminal groups (Figure 7), and the cluster-formation fraction of

Table S. HB Relaxation Time 7y and Stretching Exponent fyj for ,PI,4 and ,,PI,; Melt Systems

continuous intermittent
system 7us° [ps] Pz i [ps] Prs" Py
wPlas 11.50 + 0.01 0.798 + 0.001 32.79 £ 0.18 0.2697 + 0.0007 0.0170 + 0.0002
oPlpo, 522.40 + 0.66 0.610 + 0.001 371,193 + 10,720 0.513 + 0.005 0.0738 + 0.0007
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terminal groups (Figure 8). The outcomes of these analyses
provided valuable insights into the unique characteristics
exhibited by each melt system. The ,Pl,o melt system
demonstrated a prevalence of encountering events of larger
sizes, specifically over the range of (4 < s < 28), whereas the
uPIy and P14 systems exhibited encountering events of smaller

@

sizes (2 < 's < 6). The structural analysis of the ,Plyo, system

further revealed a sharp CM in the PMF W(r) at approximately
0.44 nm. Importantly, the depth of W(rgy) at this CM
significantly exceeded the thermal energy (2.99 kJ/mol at 360
K). This observation indicated that the association of PO,
terminals was notably more stable than the associations of
a6—a6 in Ply; and those of w—w in PIy; and PLy,. This finding
was further substantiated by the survival probabilities of terminal
groups, reinforcing the enhanced stability of PO, associations.
Our systematic analysis not only elucidates the distinctive
clustering behavior and dynamics within the studied PI melt
systems but also highlights the stabilizing effect of phosphate-
terminated PI chains, contributing valuable insights to the
understanding of molecular interactions in polymer systems.
Our investigation delved into a comprehensive analysis of the
cluster-formation-fraction ﬂffl@er(s), enriched by the incorpo-
ration of an additional criterion, (IW(rcp)!l > 2ksT). In the

»Plpo, system, a noteworthy revelation unfolded as larger and

remarkably stable clusters, spanning the range of four to twenty-
eight, emerged. These clusters served as clear indicators of
substantially expanded physical junction points within the
system. This stands in marked contrast to the ,PI system,
where hydroxy terminal groups orchestrated the establishment
of more compact physical junction points, varying in size from
two to seven, as depicted in Figure 8. Visual representations
capturing the essence of these physical junction points are
presented in Figure 12, complemented by Videos S1 and S2 for
the ,PI,s and ,Plpo, melt systems, respectively. An intriguing

alignment with recent experimental findings was observed,
underscoring the pivotal role played by phosphate terminal
groups in orchestrating the formation of extensive polar
aggregates, synonymous with physical junction points, in
phosphate-terminated PI chains, as documented by Li et al.*’
In the context of the pure PI melt system, cluster formation
exhibited complete suppression due to the feeble association
between isoprene-terminal groups.zz_25

To recapitulate, our investigation probed the impact of @ and
o' terminals on both the association of end-terminal groups and
the dynamic behavior of PI chains within three distinct melt
systems. The presence of a high intensity first RDF peak at 0.2
nm between the [O]y,po,~[Hom1lmro, and [Oly,po,~
[H(om)2)u,p0, groups confirms the formation of a strong HB

between the H,PO, groups (Figure S8). The robust hydrogen-
bond interactions observed in H,PO,—H,PO, terminal pairs
(Figure S8) facilitated the formation of substantial, stable
clusters with sizes greater than 2. These polar aggregates, acting
as dynamic cross-linking sites, heightened the cross-linking
density, thereby amplifying the mechanical properties of the
material. In contrast, the comparatively weaker associations
between [ISO]—[ISO] and w—w terminal pairs precluded the
formation of stable clusters, resulting in the absence of steadfast
branching points. Consequently, no enduring junctions
emerged between ISO—ISO in the case of yPIy; and between
@—w in the scenarios of ,Pl,; and ,Plpo. This detailed

investigation illuminates the subtle interplay between terminal
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Figure 12. Visualization of physical junction points formed by a6 and
PO, terminals within Ply; (a) and PL, (b) melt systems, respectively.
Dimethyl allyl group of @ terminals is represented in blue, while a6 and
PO, terminals are color-coded in orange and red, respectively. Depicted
orange and red regions are selectively chosen around the atoms within
the physical junction points, with a radius of 0.8 nm. Graphical
representation employs the quicksurf drawing method with a radius
scale of 1.5, a density isovalue of 9.0, and a grid spacing of 2.0. Backbone
carbon and hydrogen atoms are illustrated in gray for clarity and
context.

associations and cluster stability, offering valuable insights into
the mechanical properties of the examined PI melt systems. We
have validated the presence of highly stable polar aggregates,
formed by robust hydrogen-bond interactions among the
phosphate terminals of PI chains. These aggregates hold the
potential to be a key factor contributing to the occurrence of SIC
observed in NR.

In future research pursuits, we intend to expand our
investigation through comprehensive all-atom MD simulations
applied to hydroxylated- and phosphorylated-PI melt systems.
Our approach will extend beyond traditional rubber constituents
to include nonrubber elements such as proteins and
phospholipids. This extended exploration seeks to elucidate
the intricate interplay between nonrubber components and the
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formation of aggregates, whether polar or nonpolar, involving
hydroxy- and phosphate-terminal groups of PI chains. The
anticipated findings hold the potential to provide deeper insights
into the complex molecular interactions governing the excep-
tional properties of NR, particularly its heightened toughness
and the intriguing phenomenon of SIC.

The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acspolymersau.4c00019.

Initial structures of PI melt systems; end-to-end distance
(R.); radius of gyration (R,); mean square internal
distances; time autocorrelation function of normal
coordinate of different Rouse modes; RDFs; RCN; and
fitted survival probabilities P(t) (PDF)

Formation of polar aggregates between a6 terminals in
the ,PI ¢ melt system (MP4)

Visual depiction of the formation of polar aggregates
between PO, terminals in the ,PI;o, melt system (MP4)
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