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a b s t r a c t 

The dataset describes the mechanism of suppressing the 

background noise of the divided-aperture differential confo- 

cal Raman microscopy system and the range of tilting angles 

that the system can handle. On the basis of the confocal mi- 

croscopy (CM), the divided-aperture confocal microscopy di- 

vided the pupil plane of the objective lens into the illumina- 

tion pupil and collection pupil. Compared with the CM, the 

divided-aperture confocal microscopy only changes the pupil 

parameters, according to the partially coherent imaging the- 

ory, we simulate and analyze the axial response curves of 

the divided-aperture confocal system and the traditional con- 

focal system. We also simulated the differential confocal re- 

sponse curve at different tilting angles and get the data for 

the applicability of the differential confocal response curve 

to see if there is a single zero-crossing point or a good lin- 

earity near the zero-crossing point. The goodness-of-fit (GOF) 

is used to evaluate the accuracy of linear fitting, and can be 

used as a simple measure method of linearity. And the closer 

the GOF value is to 1, the higher fitting accuracy is. Through 

simulation analysis, we can have a better understanding of 
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the advances of divided-aperture differential confocal Raman 

microscopy. 

© 2021 The Authors. Published by Elsevier Inc. 

This is an open access article under the CC BY-NC-ND 

license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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Subject Optics 

Specific subject area In-situ high-precision surface topographic and Raman mapping by 

divided-aperture differential confocal Raman microscopy 

Type of data Table, Graph, Figure 

How data were acquired Divided-aperture differential confocal Raman microscope (DADCRM): 

A semiconductor continuous-wave 532 nm laser (SambaTM 150, 

Cobolt, Sweden) was used as the laser source. An objective (100 ×, 

NA = 0.9, MPlanFLN, Olympus, Japan) with a custom-built aperture 

was installed in a high-precision piezoelectric actuator (P-725.4CD, 

Physik Instrumente, Germany). 

Data format Analyzed 

Parameters for data collection Laser power:10mW 

environment temperature:20 ±2 °C 
environment humidity:45 ±2% 

Description of data collection The axial response curve of the divided-aperture differential confocal 

microscope system under the influence of background noise is 

simulated and compared with the axial response curve of the confocal 

microscope system under the same conditions. The goodness-of-fit 

(GOF) is used to measure the imaging capability of the 

divided-aperture differential confocal microscopy system. When the 

sample has a tilt of 0–25 °, the GOF of the system is simulated to 

obtain the imaging ability of the system under different sample tilt 

angles. 

Data source location Institution: Beijing Key Laboratory for Precision Optoelectronic 

Measurement Instrument and Technology 

City/Town/Region: Beijing 

Country: China 

Data accessibility Repository name: Mendeley Data 

Data identification number: DOI: 10.17632/rmdgkcyd2n.3 

Direct URL to data: https://data.mendeley.com/datasets/rmdgkcyd2n/3 

Related research article Zhang R, Wu H, Y Su, et al. In-situ high-precision surface topographic 

and Raman mapping by divided-aperture differential confocal Raman 

microscopy[J]. Applied Surface Science, 2021, 546:149061. 

DOI: 10.1016/j.apsusc.2021.149061 

Wu H, Zhao W, Su Y, et al. Divided-aperture confocal Brillouin 

microscopy for simultaneous high-precision topographic and 

mechanical mapping[J]. Optics Express, 2020, 28(21):31821. 

DOI: 10.1364/OE.405458 

alue of the Data 

• This data set will be benefitial for understanding the mechanism of suppressing background

noise of divided-aperture differential confocal Raman microscopy system, it will be useful to

improve the imaging capability of optical system including Lidar sensor. 

• This data set can be used as a reference for researchers in the field of microoptics and spec-

troscopy to optimize measurement techniques in the presence of stray light and the inclina-

tion of the sample. 

• In the development and performance optimization of laser confocal Raman or photolumines-

cence microspectral detection system, the axial intensity response curve and goodness of fit

(GOF) method can be used to quantitatively study the improvement of anti scattering noise

of the system and the measurement range of sample tilt angle. 

http://creativecommons.org/licenses/by-nc-nd/4.0/
https://doi.org/10.17632/rmdgkcyd2n.3
https://data.mendeley.com/datasets/rmdgkcyd2n/3
https://doi.org/10.1016/j.apsusc.2021.149061
https://doi.org/10.1364/OE.405458
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1. Data Description 

The code used to generate the figures and table 1 is available on Mendeley dataset:

https://doi.org/10.1016/j.apsusc.2021.149061 . 

1.1. The ability to resist background noise of the divided-aperture confocal microscopy 

Full width at half maximum (FWHM) of the axial response curve is an important index to

measure the axial resolution of the system. 

It can be seen from Fig. 1 that the full width at half maximum (FWHM) of the axial response

curve of the divided-aperture confocal microscopy is smaller, and the axial response curve of

the divided-aperture confocal microscopy decreases faster under defocusing conditions. 

1.2. The influence of different tilting angles of sample 

When the sample tilts at the angle ξ as shown in Fig. 2 . I A and I B are the light intensity

signals obtained by the two virtual pinholes A and B. I diff is the differential confocal response

curve. I A , I B and I diff will be covered in more detail in 2.2. 
Fig. 1. The axial response curves between confocal microscopy and divided-aperture confocal microscopy (a) uniform 

coordinates (b) logarithmic coordinates. 

Fig. 2. The schematic diagram of tilted sample. 

https://doi.org/10.1016/j.apsusc.2021.149061
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Table 1 

GOF with different ξ . 

ξ 0 ° 1 ° 3 ° 5 ° 7 ° 9 ° 11 °
GOF 0.9999 0.9999 0.9999 0.9999 0.9998 0.9997 0.9996 

ξ 13 ° 15 ° 17 ° 19 ° 21 ° 23 ° 25 °
GOF 0.9995 0.9994 0.9994 0.9994 0.9896 0.8815 0.7789 

Fig. 3. (a) The normalized I A (blue solid line), normalized I B (green solid line) and differential confocal response curve 

I diff (red solid line) with different ξ , respectively; The x-axis represents the axial normalized coordinate u , and the y-axis 

represents the normalized intensity response. (b) The differential confocal response curve I diff with different ξ . 
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The goodness-of-fit ( GOF ) is often used to evaluate the accuracy of linear fitting, and can be

sed as a simple measure of linearity [1 , 2] The values of GOF at different tilting angles ξ can

e obtained as shown in Table 1 . From Fig. 3 (a)-(b) and Table 1 , it can be seen that when the

ilting angle changes to 19 °, the linearity around the zero-crossing of the differential confocal

esponse curve I diff is still good, and the GOF is 0.9994, and there is still a relatively good mono-

onicity of the I diff curve near the zero-crossing. However, when the tilting angle ξ increases,

he I diff no longer has a unique zero crossing, and the normalized I A and I B signals are obviously

symmetric, and the GOF is poor. 
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Fig. 4. (a) The structure diagram of the divided-aperture system. S1 and S2 are the illumination pupil and collection 

pupil respectively; (b) the PSFs of the illuminated light path and the collected light path; (c) the PSF of the divided- 

aperture system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Experimental Design, Materials and Methods 

2.1. Suppressing the background noise 

In optical systems, optimization the point spread function (PSF) can be used to improve the

axial resolution and the ability to resist the interference of background noise. In the divided-

aperture system, illuminated light path and collected light path are symmetrical about the op-

tical axis of the objective, As shown in Fig. 4 (a). The PSF of the illuminated light path at the

focal plane is represented by the green ellipse, and the PSF of the collected light path is rep-

resented by the blue ellipse. The two PSFs have the same shape and are symmetrical about

the optical axis of the objective, as shown in Fig. 4 (b). The divided-aperture differential confo-

cal system is provided with an illumination aperture and a collection aperture on the aperture

surface of the objective lens, and the light beam passes through the illumination aperture and

the collection aperture to form an illumination light path and a collection light path respec-

tively. The illumination PSF h i (v x , v y , u) and the collection PSF h c (v x , v y , u) only coincide on

the focal plane of the system. Since the PSF of the divided-aperture system is the product of

the illumination PSF and the collected PSF, the PSF of the divided-aperture system is shown in

Fig. 4 (c), The divided-aperture system compresses the width of the PSF in the Z-axial direction,

so that the divided-aperture system can improve the axial resolution and resist the interference

of background noise. 

Compared with the confocal microscopy, the divided-aperture confocal microscopy only 

changes the pupil parameters, according to the partially coherent imaging theory [3] , the PSF

and intensity of the divided-aperture confocal microscopy can be expressed as [4] 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

h i ( v x , v y , u ) = 

∫ ∫ 
S 1 

P i ( ρ, θ, u ) exp 

[
−i 

(
v x ρ cos θ + v y ρ sin θ

)]
ρdρdθ

h c ( v x , v y , u, r, ϕ) = 

∫ ∫ 
S 2 

P c ( ρ, θ, u ) exp 

{
−i 

[
( v x + r cos ϕ ) ρ cos θ + 

(
v y + r sin ϕ 

)
ρ sin θ

]}
ρdρdθ

I( v x , v y , u, v p ) = 

∫ 2 π
0 

∫ v p 
0 

∣∣h i ( v x , v y , u ) × h c 
(
v x , v y , u, r, ϕ 

)∣∣2 
rdrdϕ 

(1) 

Here, v p is the normalized radius of the detection area expressed as v p = 2 πR sin αd / λ; R is

the radius of the virtual pinhole; sin αd is the numerical aperture of the detection objective; λ



6 Y. Su, R. Zhang and H. Wu et al. / Data in Brief 36 (2021) 107132 

Fig. 5. Installation diagram. 
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s the laser wavelength ( v x , v y , u ) are the normalized optical coordinates of ( x, y, z ) expressed

s ( v x , v y ) = 2 π ( x, y )sin αo / λ and u = 8 πz sin2( αo /2)/ λ; sin αo is the numerical aperture of the

bjective; ρ and θ are the normalized polar coordinates in the pupil plane of the objective; ρ
nd θ are the normalized polar coordinates in the pupil plane of the objective; r and ϕ are the

ormalized polar coordinates in the detection plane; and S 1 and S 2 are the illumination pupil

nd collection pupil respectively. P i ( ρ , θ , u) is the defocus pupil function of S 1, P c ( ρ , θ , u) is

he defocus pupil function of S 2. The axial response curve shown in Fig. 1 can be obtained by

q. (1) . 

.2. Simulation analysis of the influence of different tilting angles 

We did intensity simulation analysis of the influence of different tilting angles and found this

ystem is applicable in the range of 0-19 ° for tilting angles [5,6] . When the sample tilts at the

ngle ξ as shown in Fig. 2 . As is shown in Fig. 5 , in the divided-aperture differential confocal

ystem, the reflected light spot is detected by the CCD. As the sample moves axially, the spot

n the CCD moves laterally. Two virtual pinholes A and B are set by software along the x d axis

nd symmetric about the y d axis, and the normalized offset of these two virtual pinholes is v M 

.

herefore, two light intensity responses I A and I B can be obtained by the virtual pinholes A and

 respectively. 

The light intensity signals I A and I B obtained by the two virtual pinholes I A and I B can be

xpressed as ⎧ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎩ 

I A ( v x , v y , u, + v M 

, ξ ) = 

∫ + ∞ 

−∞ 

∫ + ∞ 

−∞ 

∫ 2 π
0 

∫ v p 
0 

| h i ( v x , v y , u + v x tan ξ ) × h c ( v x , v y , u + v x tan ξ , 

+ v M 

, r, ϕ) | 2 rdrdϕ 

I B ( v x , v y , u, −v M 

, ξ ) = 

∫ + ∞ 

−∞ 

∫ + ∞ 

−∞ 

∫ 2 π
0 

∫ v p 
0 

| h i ( v x , v y , u + v x tan ξ ) × h c ( v x , v y , u + v x tan ξ , 

−v M 

, r, ϕ) | 2 rdrdϕ 

, (2)

here, h i ( v x , v y , u ) and h c ( v x , v y , u, v M 

, r, ϕ) are the amplitude point spread functions of the

llumination optical path and the collection optical path, respectively ⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

h i ( v x , v y , u ) = 

∫ ∫ 
S 1 

P i ( ρ, θ, u ) exp 

[
−i 

(
v x ρ cos θ + v y ρ sin θ

)]
ρdρdθ

h c ( v x , v y , u, v M 

, r , ϕ) = 

∫ ∫ 
S 2 

P c ( ρ, θ, u ) exp {−i [ ( v x + v M 

+ r cos ϕ ) ρ cos θ

+ 

(
v y + r sin ϕ 

)
ρ sin θ ] } ρdρdθ

(3)
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Here, P i ( ρ , θ , u ) is the defocus pupil function of the illumination optical path; P c ( ρ , θ , u ) is

the defocus pupil function of the collection optical path; ( v x , v y , u ) are the normalized optical

coordinates of ( x, y, z ) expressed as ( v x , v y ) = 2 π ( x, y )sin αo / λ and u = 8 πz sin2( αo /2)/ λ; v p is

the normalized radius of the virtual pinhole expressed as v p = 2 πR sin αo / λ; R is the radius of

the circular virtual pinhole; v M 

is the lateral normalized off-axis offset of the circular virtual

pinhole expressed as v M 

= 2 πM sin αo / λ; M is the lateral off-axis offset of the virtual pinhole;

λ is the laser wavelength; sin αo is the numerical aperture of the objective; ρ and θ are the

normalized polar coordinates in the pupil plane of the objective; r and ϕ are the normalized

polar coordinates in the detection plane; and S 1 and S 2 are the illumination pupil and collection

pupil respectively. The differential confocal response curve I diff is obtained by 

I di f f ( v x , v y , u, v M 

, ξ ) = 

I A ( v x , v y , u, + v M 

, ξ ) − I B ( v x , v y , u, −v M 

, ξ ) 

I A ( v x , v y , u, + v M 

, ξ ) + I B ( v x , v y , u, −v M 

, ξ ) 
. (4) 

We simulated the differential confocal response curve I diff at different tilting angles ξ , and

the simulation results are shown in Figs. 2 (b)-(c). We study the applicability of the differential

confocal response curve I diff to see if there is a single zero-crossing point or a good linearity

near the zero-crossing point. The goodness-of-fit ( GOF ) is often used to evaluate the accuracy of

linear fitting, and can be used as a simple measure of linearity [2 , 3] . The expression of GOF is

as follows: 

GOF = 

∑ n 
i =1 ( ̂  y i − ȳ ) 

2 

∑ n 
i =1 ( y i − ȳ ) 2 

(5) 

where y i is the intensity of the i th sampling point in the selected curve, y (− − −) is the average

intensity of all sampling points, and ˆ y i is the intensity of the fitting line corresponding to the

i th sampling point. And the closer the GOF value is to 1, the higher fitting accuracy is. The axial

response curve I diff cannot be process by linear fitting when GOF is below 0.999. 
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