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#### Abstract

G protein-coupled receptors (GPCRs) play an essential role in critical human activities, and they are considered targets for a wide range of drugs. Accordingly, based on these crucial roles, GPCRs are mainly considered and focused on pharmaceutical research. Hence, there are a lot of investigations on GPCRs. Experimental laboratory research is very costly in terms of time and expenses, and accordingly, there is a marked tendency to use computational methods as an alternative method. In this study, a prediction model based on machine learning (ML) approaches was developed to predict GPCRs and ligand interactions. Decision tree (DT), random forest (RF), multilayer perceptron (MLP), support vector machine (SVM), and Naive Bayes (NB) were the algorithms that were investigated in this study. After several optimization steps, receiver operating characteristic (ROC) for DT, RF, MLP, SVM, and NB algorithm were 95.2, 98.1, 96.3, 95.5, and 97.3, respectively. Accordingly final model was made base on the RF algorithm. The current computational study compared with others focused on specific and important types of proteins (GPCR) interaction and employed/ examined different types of sequence-based features to obtain more accurate results. Drug science researchers could widely use the developed prediction model in this study. The developed predictor was applied over 16,132 GPCR-ligand pairs and about 6778 potential interactions predicted.
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## 1 Introduction

Peptides and proteins with different structures and various biological impress play an essential role in the human body's main activities (e.g., hormones, neurotransmitters, modulators) and diagnoses/therapy of the disease [1-3]. The main part of target proteins and nearly more than half of drug targets are enzymes and G protein-coupled receptors (GPCRs). According to the literature, GPCRs are an interesting group of druggable proteins that are vastly considered drug targets (almost $26.8 \%$ of drug targets are GPCRs) [2, 4, 5]. GPCRs are classified in five distinct groups (i.e., glutamate [G], rhodopsin-like [R], adhesion [A], frizzled/taste [F] and secretin [S]) [6]. Moreover, GPCRs are the biggest receptor family among all the cell surface receptors [7]. A significant part of GPCR-targeted drug development is related to an interaction between GPCRs and other molecules (e.g., natural ligands, synthetic agonists, and other proteins) [4].

Selected/designed ligands based on their functions could be used as new therapies and could lead to hope for drug discovery [8]. Hence, product development has various troubles and problems that led to a significant failure rate in the biopharma industry. Therefore, there is a long timeline to investigate and develop new pharmaceutical products (nearly 8-10 years) and need vast R\&D investments. Attrition rates as high as 90\%

[^0]exist for the clinical trial stages after the research stages that dramatically increase drug development costs [9]. The following table (Table 1) shows the estimated costs for drug development over the past four decades [9].

Recently, with the advancement in computational methods and the popularity of computational methods in protein-ligand interactions, considerable parts of laboratory experiments that are expensive in terms of time and costs were omitted [10]. Nowadays, GPCR studies led to new findings that can result in novel drug discovery.

The impact of accurate and adequate information on the utilization of machine learning (ML) approaches is very high. Protein sequences are one of the most reliable information resources for drugs and targets that many functional features could be extracted from protein sequences [11]. The proteins' functional and biological activities are influenced by a specific section of their sequences called domains. Domains in sequences are known as segments with known functions [12-16]. Conserved domain models are based on multiple sequence alignments of related proteins that reveal sequence regions containing similar amino acids patterns [17].

In this study, specific quantitative data were extracted based on sequences (e.g., amplitudes, clustering, and various amino acid combinations). Various ML algorithms with a different mixture of data sets were examined and evaluated. The models were compared according to their performance, and the model with the highest performance employed to predict potential interacting pairs. Choosing the right data set, performing step-by-step modeling, and evaluating them helped us achieve better results and reliable model [17-19].

## 2 Methods

### 2.1 Data acquisition

Tuples construction: GPCRs list retrieved based on keyword <Family: "G Protein-Coupled Receptor" AND Reviewed: "Yes"> in UniProt protein database available at www.uniprot.org [20]. Table S1 in the supplementary file shows the list of acquired GPCRs. This list was matched with core GPCRs interactions accessible at the database of interacting protein (DIP) [21]. To do this, all interaction pairs in DIP (Table S2) that at least one of them was GPCR (based on Table S1) were extracted, and the rest of them eliminated. Finally, 224 interactions were extracted (Table S3). These pairs were considered as pairs that there is DIP confirmed evidence for the interaction between them. About 116 receptors and 141 ligands were in the list of selected interactions (Table S4 and S5). From obtained receptors and ligands, 16356 possible GPCR-ligand pairs were constructed (Table S6). ML algorithms need negative tuples (pairs that have no theoretical/practical evidence for interaction between them). Therefore, to make negative examples for the ML algorithms' training, a random selection method was employed to make a list of negative tuples for the training of the ML algorithms (Table S7).

### 2.2 Feature extraction and combination

The proteins' sequences are the basis for feature extraction in many studies [22-26]. GPCRs and ligands sequences were extracted from UniProt. The sequences are strings made of 20 amino acids. The conserved domains of GPCRs and ligands were the information sources employed in this work to extract features about GPCRs and ligands. NCBI conserved domain database (CDD) [27] was used to extract domains. In this regard, domains with E-VALUE $=0.01$ were extracted from CDD. Two types of domains including, specific and non-specific domains in various confidence levels, were extracted. Moreover, two domain model scopes, including superfamilies and multi-domains, were extracted for each sequence. Definitions below are adopted from the NCBI database webpage [17]:

Specific domain: the top-ranking hit (compared to other hits in overlapping intervals) that meets or exceeds a domain-specific E-value threshold (details and illustration). It represents very high confidence that the query sequence belongs to the same protein family as the sequences used to create the domain model, and therefore a high confidence level for the inferred function of the protein query sequence.

Table 1: The estimated cost for drug development over the past four decades.

| Year | $\mathbf{1 9 8 0}$ | $\mathbf{1 9 9 0}$ | $\mathbf{2 0 1 4}$ |
| :--- | :--- | :--- | :--- |
| Estimated drug development cost | 413 million \$ | 1.04 billion \$ | 2.59 billion \$ |

Non-Specific domain: If a specific hit was not found on a query protein sequence, but the protein has an otherwise statistically significant hit (E-value cutoff of 0.01 ) to any domain model in CDD, the domain model is regarded as a non-specific hit.

Super-family is the domain cluster to which the specific and/or non-specific hits belong. Super-family is a set of conserved domain models that generate overlapping annotation on the same protein sequences and are assumed to represent evolutionarily related domains.

Multi-domains: Multi-domains are domain models that were computationally detected and are likely to contain multiple single domains.

For every sequence, four groups of features, including specific domains, non-specific domains, multi-domains, and superfamily, were extracted (see Tables S8-S11). Figure 1 shows extracted features based on conserved domains for guanine nucleotidebinding protein (UniProt id: P10823).

Finally, to determine training capability for all four groups of features, different datasets with all possible compositions of the feature groups were constructed. The algorithms' performance with different data sets were evaluated based on the area under the curve (AUC).

### 2.3 Parameter setting

Optimization parameters of the algorithms with different values were examined, and then the best parameters for optimal performance were selected. In this study, for the decision tree (DT) algorithm, K, and D parameters, for the random forest (RF) algorithm I , K, and S parameters, for multi-layered perceptron algorithms number of nodes, hidden layer, learning rate, and momentum parameters, and for support vector machine (SVM) C and gamma parameters were optimized.

### 2.4 Feature selection

Feature selection (FS) approaches were used to improve the predictive capability of employed models. Relief, information gain, and SVM methods were used for FS. First, all the features ranked based on FS algorithms, and then the feature with the lowest importance (based on FS algorithms) was removed. After each feature elimination, the performance of the prediction models was measured. Elimination of the features and performance measuring was continued until the best set of features was determined.


Figure 1: Extracted domains of guanine nucleotide-binding protein (UniProt id: P10823).

### 2.5 Prediction model construction

After determining the best feature group and determining the best parameter setting for prediction models based on their performance over training examples, the best prediction model was selected and constructed. Five common ML algorithms, including SVM, multilayer perceptron (MLP), Naive Bayes (NB), RF, and DT were evaluated based on their performance. All five algorithms with different feature sets were examined and compared to determine the best predictor. Algorithms performance assessed based on the standard assessment criteria such as accuracy and receiver operating characteristic (ROC).

### 2.6 Measurements and the performance evaluation of models

In this section, details of the performance evaluation criteria were explained. A 10 -fold cross-validation method was used to evaluate the performance of the algorithms. Also, $70 \%$ of the data were used as a training set, and the remaining $30 \%$ were used as a test set. Recruited performance evaluation measures in this study are as follow:

True Positive (TP): interacting receptor-ligand pairs that correctly identified as interacting pairs.
False Positive (FP): non-interacting receptor-ligand pairs that incorrectly identified as interacting pairs.
True Negative (TN): non-interacting receptor-ligand pairs that correctly identified as non-interacting pairs.
False Negative (FN): interacting receptor-ligand pairs that incorrectly identified as non-interacting pairs.
Accuracy (ACC): The percentage of interactive and non-interactive pairs that are predicted correctly.

$$
\mathrm{ACC}=\frac{\mathrm{TP}+\mathrm{TN}}{\mathrm{TP}+\mathrm{FP}+\mathrm{TN}+\mathrm{TP}}
$$

Sensitivity (SN): The percentage of interactive pairs that are properly predicted.

$$
\mathrm{SN}=\frac{\mathrm{TP}}{\mathrm{TP}+\mathrm{FP}}
$$

Specificity: The percentage of non-interactive pairs that are predicted correctly.

$$
\mathrm{SP}=\frac{\mathrm{TN}}{\mathrm{TN}+\mathrm{FP}}
$$

The operating characteristic curve area (AU-ROC) was also calculated to measure the performance of the models. AU-ROC is often used to report the performance of binary predictors [28].

### 2.7 Prediction of potential GPCR-ligand interactions

In this step, the constructed model based on the previous section was used to predict the potential interaction of GPCR-ligand pairs. The model was applied on all GPCR-ligand pairs with unknown interaction label to predict potential GPCR-ligand pairs.

### 2.8 Software

In this study, Weka (version 3.8.0) was used for data mining purposes, and Gephi (version 0.9.1) was used for graph plotting.

## 3 Results \& discussion

### 3.1 Data acquisition result

This study utilized the capability of ML approaches to predict GPCR-ligand interaction. Known (experimentally confirmed) GPCR-Ligand interactions used to train the algorithms (see Tables S1-S7 in supplementary file). The overall process of this study is described in Figure 2.


Figure 2: Overall illustration of the proposed approach for GPCR-ligand interacting pairs.

### 3.2 Feature extraction and combination

Based on the mentioned feature extraction methodology mentioned earlier, five groups of the features (A total of 3118 features) were extracted. Table 2 shows the extracted feature groups in detail.

The performance of the five ML algorithms with varying groups of features was assessed based on AU-ROC (Table 3).

Among all the examined algorithms, RF algorithm with $\mathrm{AU}-\mathrm{ROC}=97.1$ had the best performance. Moreover, among different feature groups, features based on $k$-mer method and super-families presented better predictive capabilities (Table 3). All possible combinations of the five feature groups were also examined to utilize various feature groups' predictive capabilities. Table 4 shows the performance of all ML algorithms with

Table 2: Extracted feature groups for GPCRs and ligands.

| Features | GPCRs | Ligands |
| :--- | ---: | ---: |
| k-mer $=>k=1, k=2$ | 20,400 | 20,400 |
| Specific domain | 44 | 192 |
| Non-specific domain | 99 | 1416 |
| Super-family | 34 | 150 |
| Multi-domain | 39 | 304 |

Table 3: The algorithms performance evaluation based on AU-ROC with different features set (bold numbers indicates the best performance in each column).

| Algorithm |  |  | SVM | RF | NB | DT | MLP |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Linear | Quadratic | RBF |  |  |  |  |
| Specific D | 85.5 | 86.2 | 78.6 | 92.8 | 88.6 | 89.6 | 87.7 |
| Non-specific D | 84.8 | 85 | 80.4 | 92.3 | 85.8 | 86.7 | 58.3 |
| Superfamily | 94 | 95.1 | 95.3 | 97 | 96.6 | 93.2 | 95.3 |
| Multi D | 94.4 | 93.8 | 95.5 | 95.9 | 84.1 | 92.6 | 95 |
| One and two mer | 93.5 | 93.1 | 95.3 | 97.1 | 94.3 | 89.7 | 94.8 |
| MAX AU-ROC | 94.4 | 95.1 | 95.5 | 97.1 | 96.6 | 93.2 | 95.3 |

Table 4: Algorithms performance comparison with different feature groups (bold numbers indicates the best performance in each column).

| Feature groups | SVM |  |  | RF | NB | DT | MLP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Lin | Quad | RBF |  |  |  |  |
| Specific D - Non-specific D | 93.5 | 94.2 | 95.3 | 97.5 | 92.7 | 93 | 55 |
| Specific D - Superfamily | 92.6 | 95.1 | 95.3 | 97 | 96.6 | 93 | 70.6 |
| Specific D - one- two Mer | 93.1 | 93.1 | 95.3 | 97.3 | 94.4 | 89.2 | 94.2 |
| Specific D - Multi D | 93.1 | 94.9 | 95.5 | 97.4 | 95.3 | 93.1 | 66 |
| Non-specific D - Superfamily | 93.1 | 94.4 | 95.5 | 97.7 | 93.7 | 93.1 | 58 |
| Non-specific D - one- two Mer | 92.4 | 93.1 | 95.5 | 97 | 94.3 | 86.2 | 83.9 |
| Non-specific D - Multi D | 93.5 | 94 | 95.3 | 97.1 | 92.1 | 91.9 | 71.2 |
| Superfamily - one- two Mer | 93.5 | 93.1 | 95.3 | 97.6 | 94.4 | 89.6 | 94.6 |
| Superfamily - Multi D | 93.5 | 94.6 | 95.5 | 97.4 | 96.2 | 92.4 | 72.6 |
| One- two Mer - Multi D | 93.1 | 93.5 | 95.3 | 97.2 | 94.4 | 89.2 | 94.3 |
| Specific D - Non-Specific D - Superfamily | 93.5 | 94.6 | 95.3 | 97.6 | 94.1 | 92.8 | 54.2 |
| Specific D - Non-Specific D - one- two Mer | 92.6 | 92.6 | 95.5 | 97.1 | 94.3 | 89.6 | 92.5 |
| Specific D - Non-Specific D - Multi D | 93.8 | 94.4 | 95.3 | 97.6 | 93.2 | 91.8 | 66.6 |
| Specific D - Superfamily - one- two Mer | 93.1 | 93.1 | 95.3 | 97 | 94.4 | 89.6 | 94.3 |
| Specific D - Superfamily - Multi D | 93.3 | 94.9 | 95.5 | 97.5 | 95.4 | 92.7 | 61.6 |
| Specific D - one- two Mer - Multi D | 92.4 | 93.8 | 95.3 | 97.2 | 94.4 | 89.2 | 93.8 |
| Non-specific D - Superfamily - one- two Mer | 92.4 | 93.3 | 95.5 | 97.3 | 94.3 | 89.6 | 74.2 |
| Non-specific D - Superfamily - Multi D | 93.3 | 94 | 95.3 | 97.5 | 93.7 | 91.8 | 67.3 |
| Non-specific D - one- two Mer - Multi D | 92.4 | 93.3 | 95.3 | 97.1 | 93.7 | 89.6 | 80.2 |
| Superfamily - one- two Mer - Multi D | 93.1 | 93.5 | 95.3 | 97.4 | 93.7 | 89.6 | 94.2 |
| Specific D - Non-specific D - Superfamily - one- two Mer | 92.6 | 92.6 | 95.5 | 97.4 | 94.3 | 89.6 | 82 |
| Specific D - Non-specific D - Superfamily - Multi D | 93.5 | 94.4 | 95.3 | 97.7 | 94.2 | 91.8 | 66.9 |
| Specific D - Non-specific D - One- two Mer - Multi D | 92.6 | 94 | 95.3 | 96.9 | 93.7 | 89.6 | 84.1 |
| Specific D- Superfamily- one- two Mer- Multi D | 93.3 | 94.4 | 94.9 | 96.9 | 94.5 | 94.5 | 87.3 |
| Non-specific D - Superfamily - one- two Mer - Multi D | 92.6 | 93.8 | 95.3 | 97.3 | 93.7 | 89.6 | 61.6 |
| Specific D - Non-specific D - Superfamily -one- two Mer - Multi D | 92.6 | 94 | 95.3 | 96.9 | 94.5 | 86.2 | 85.1 |
| MAX AU-ROC | 93.8 | 95.1 | 95.5 | 97.7 | 96.6 | 94.5 | 94.6 |

all possible feature groups. More details about the algorithm's evaluation are available in the Supplementary Table S12.

Table 4 shows that, in some experiments, some algorithm's performance with combinatory features were improved. However, some algorithm's performance with combinatory features were deteriorated (i.e., linear SVM and MPL). Table 5 provides information about the algorithms' performance before and after the combination of the feature groups.

At the end of this step, a set of features with best performance was selected for each algorithm (Table 6).

### 3.3 Parameter setting

Different parameters and settings for each algorithm were examined to obtain a more accurate model (Table 7). For example, the values for trees, feature, and seed were investigated for the RF algorithm.

Table 5: Algorithms' performance before and after the combination of the feature groups.

|  |  |  | SVM | RF | NB | DT |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | Linear | Quadratic | RBF |  |  |  |  |
| Before feature combination | 94.4 | 95.1 | 95.5 | 97.1 | 96.6 | 93.2 | 95.3 |
| After feature combination | $93.8 \downarrow$ | 95.1 | 95.5 | $97.7 \uparrow$ | 96.6 | $94.5 \uparrow$ | $94.6 \uparrow$ |

Table 6: The selected subsets for each algorithm.

| Algorithms | Best subsets |
| :--- | :--- |
| SVM(RFB) | Multi D |
| RF | Non-specific D - Super-family |
| NB | Super-family |
| DT | Specific D - Super-family - one-two Mer - Multi D |
| MLP | Super-family |

Table 7: Investigating the result of different values for parameter and settings on algorithm performance (bold numbers indicates the value of parameters best performance in each column).

|  | SVM (RFB) | RF | NB | DT | MLP | MAX AU-ROC |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Gamma $=0.001,0.01,0.1,1,10,100,1000$ | * |  |  |  |  | 95.5 |
| $C=0.001,0.01,0.1,1,10,100,1000$ |  |  |  |  |  |  |
| $I$ (Number of three) $=10,100,1000$ |  | * |  |  |  | 97.8 |
| $K$ (number of feature) $=1,2,3, \ldots, 10$ |  |  |  |  |  |  |
| $S($ seed $)=1,2,3,4$ |  |  |  |  |  |  |
| $\mathrm{K}=$ kernel density estimator (mode) |  |  | * |  |  | 97 |
| $\mathbf{D}=$ supervised discretization (mode) |  |  |  |  |  |  |
| Confidence rate $=0.1,0.2,0.3, \ldots, 1.0$ |  |  |  | * |  | 95.6 |
| Minimum number of instance $=1,2,3,4,5,6, \ldots, 15$ |  |  |  |  |  |  |
| Layer = 1, 2, 3 |  |  |  |  | * | 96.3 |
| Node $=1,2,3, \ldots, 12, \ldots, 30$ |  |  |  |  |  |  |
| Learning rate $=0.1,0.2,0.3, \ldots, 1.0$ |  |  |  |  |  |  |
| Momentum $=0.1,0.2,0.3, \ldots, 1.0$ |  |  |  |  |  |  |

*Indicates which parameters algorithms are related to which algorithms.

### 3.3.1 SVM (RBF)

For the RBF algorithm, the parameters including Gamma and C were examined (on multi-domain subset), and the default values of these two parameters $(C=1, G a m m a=0.01)$ were replaced with numbers $0.001,0.01,0.1$, $1,10,100$, and 1000 . The best performance was $A U-R O C=95.5$. The $\operatorname{SVM}(R B F)$ algorithm had best performance with default values (i.e.,. $\mathrm{C}=1$, Gamma $=0.01$ ). for more details, please see Table S 13 in supplementary file.

### 3.3.2 RF

Different numbers for trees, feature, and seed parameters were examined to achieve the best performance for the RF algorithm. For this algorithm, I, K, and S parameters were set as 100, 3, and 1, respectively. With the new setting, the performance of the algorithm was improved (see Table S14).

### 3.3.3 NB

The performance of the NB algorithm with different settings was investigated. For kernel density estimator (K), normal distribution for numeric attributes was used, and for the supervised discretization to process (D), numeric attributes were used (see Table S15).

### 3.3.4 DT

Pruning confidence and minimum number instances were the parameters that were optimized for the DT algorithm. DT performance with $\mathrm{PC}=0.2$ and $\mathrm{MI}=6$ was improved from AU-ROC $=94.5-95.6$ (see Table S16 in supplementary file).

### 3.3.5 MLP

Learning rate, momentum, number of hidden layers, and number of nodes are the parameters that were optimized for the MPL algorithm. There was a decrease in AU-ROC value and performance of the MLP algorithm by changing the learning rate and momentum. These two parameters with default values had better performance for the algorithm. However, by changing the number of nodes and layers, the performance was improved. A three layered network with 12 nodes led to an AU-ROC = 96.3 (see Table S17 in supplementary file).

### 3.4 Feature selection

For each algorithm's best feature set was determined, and then three FS methods (i.e., Info Gain, relief, and SVM) were performed in the last step of the optimization process. At first, features ranked based on FS, and 10 features with the lowest impact were eliminated, and the algorithms' performance was measured. The following table (Table 9) summarizes the results of performing FS. More details are available in Table S18 in the supplementary file.

### 3.5 Prediction model construction and identifying GPCRs-ligands pairs with the potential to interact

RF with AU-ROC $=98.1$ was selected as the best prediction model. The final model was constructed based on the RF algorithm with selected features from specific domains, non-specific domains, super-family, and multidomains (870 features). Finally, a constructed model was applied over 16,132 GPCR-ligand pairs, and 13,295 potential interactions were identified.

## 4 Discussion

Introducing new protein-ligand interaction could be very valuable in developing new drugs and could lead to a better understanding of protein function. Also, it can [29]. The importance of the GPCR proteins family in the

Table 8: Summary of algorithm parameters optimization impact on the overall performance of the algorithms.

|  | SVM (RFB) | RF | NB | DT | MLP |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Before parameters optimization | 95.5 | 97.7 | 96.6 | 94.5 | 95.3 |
| After parameters optimization | 95.5 | $97.8 \uparrow$ | 96.6 | $95.6 \uparrow$ | $96.3 \uparrow$ |

Table 9: Comparison of the performance of algorithms after feature selection.

|  | Info gain |  | Relief |  | SVM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | AU-ROC | NUM | AU-ROC | NUM | AU-ROC | NUM |
| RBF (Multi domain) | 95.5 | 104 | 95.5 | 84 | 95.5 | 5 |
| MLP (Superfamily) | 96.3 | 185 | 96.5 | 25 | 96.3 | 185 |
| RF (Specific D - Non-Specific D - Superfamily - Multi D) | 97.8 | 1420 | 98.1 | 870 | 97.9 | 1440 |
| NB (Superfamily) | 97.3 | 45 | 97 | 125 | 96.6 | 125 |
| DT (Specific D - Superfamily - one- two Mer - Multi D) | 95.6 | 1354 | 95.6 | 1204 | 95.6 | 1484 |

[^1]pharmaceutical industry and disease treatment is considerably high [30, 31], and GPCR-protein interactions prediction has always been at the center of attention. In this study, we trained five supervised machine-learning-based algorithms with various data sets. This study's recruited data were various compounds of the amino acids, various protected domains, and different clustering of them. Domains are the essential functional dimensions of proteins sequence that have been found in many studies that recognize their function [32-38]. Therefore, the domains for GPCR and ligands were extracted from a valid database (i.e., CDD, which collects domains of protein sequences). Super-family is another information source used in this study to train the ML algorithms. Super-families are non-repeat protected domains gathered in a cluster [39].

In this study, different approaches (i.e., combining feature groups, optimization of the algorithm parameters, and FS) were used to increase the accuracy of ML algorithms. Optimization processes in every aspect of the learning phase were led to constructing a reliable prediction model [17]. This step by step optimizations was practical (Tables 4, 7, and 8), and the accuracy of all algorithms was increased (overall AU-ROC >0.95).

The best performance ( $\mathrm{AU}-\mathrm{ROC}=98.1$ ) was recorded for RF algorithm on the selected feature (i.e., a combination of specific domains, non-specific domains, and super-family and multi-domains). Therefore, the prediction model was constructed based on the RF algorithm with the mentioned feature set. The constructed model applied on 16,132 pairs of GPCR-ligand, and 6778 pairs of potential interaction were identified.

## 5 Conclusion

New technologies make it possible to perform soft computing approaches in biomedicine and pre-laboratory screening, which could be significant in terms of time and cost. For example, suppose the goal is to identify a ligand that could bind to specific proteins. In that case, the interactions could be evaluated computationally before any in vivo or in vitro experiments.

This study also introduced pairs of potential GPCR-Ligand interactions, which could significantly increase the chances of success in related laboratory researches. Future studies could confirm potential GPCR-ligand interactions that resulted in this study. Hence, these interactions could be recruited in many biomedical investigations (e.g., the transmission of biological messages, creating signaling pathways, and developing new drugs).

The lack of experimental samples for non-interactive pairs was a limitation for this study. Accordingly, having a list of non-interactive pairs could help in the construction of a more robust model. Calculating the impact of domains on each other and using other evaluation methods could be future goals for the current study.

Author contributions: All the authors have accepted responsibility for the entire content of this submitted manuscript and approved submission.
Research funding: The authors would like to express their thanks to the Iran University of Medical Sciences that has funded this project.
Conflict of interest statement: No conflict is declared by the authors.

## References

1. Spicer CD, Jumeaux C, Gupta B, Stevens MM. Peptide and protein nanoparticle conjugates: versatile platforms for biomedical applications. Chem Soc Rev 2018;47:3574-620.
2. Jamali AA, Ferdousi R, Razzaghi S, Li J, Safdari R, Ebrahimie E. DrugMiner: comparative analysis of machine-learning algorithms for prediction of potential druggable proteins. Drug Discov Today 2016;21:718-24.
3. Ferdousi R, Jamali AA, Safdari R. Identification and ranking of important bio-elements in drug-drug interaction by Market Basket Analysis. Bioimpacts 2020;10:97-104.
4. Sriram K, Insel PA. G protein-coupled receptors as targets for approved drugs: how many targets and how many drugs? Mol Pharmacol 2018;93:251-8.
5. Di Pizio A, Behrens M, Krautwurst D. Beyond the flavour: the potential druggability of chemosensory G protein-coupled receptors. Int J Mol Sci 2019;20:1402.
6. Marquet N, Cardoso JC, Louro B, Fernandes SA, Silva SC, Canário AV. Holothurians have a reduced GPCR and odorant receptorlike repertoire compared to other echinoderms. Sci Rep 2020;10:3348.
7. Lengger B, Jensen MK. Engineering G protein-coupled receptor signalling in yeast for biotechnological and medical purposes. FEMS Yeast Res 2020;20:foz087.
8. Bologna Z, Teoh JP, Bayoumi AS, Tang Y, Kim IM. Biased G protein-coupled receptor signaling: new player in modulating physiology and pathology. Biomol Therapeut 2017;25:12-25.
9. Evens RP. Pharma success in product development-does biotechnology change the paradigm in product development and attrition. AAPS J 2016;18:281-5.
10. Rifaioglu AS, Atas H, Martin MJ, Cetin-Atalay R, Atalay V, Doğan T. Recent applications of deep learning and machine intelligence on in silico drug discovery: methods, tools and databases. Briefings Bioinf 2019;20:1878-912.
11. Emami N, Pakchin PS, Ferdousi R. Computational predictive approaches for interaction and structure of aptamers. J Theor Biol 2020;497:110268.
12. Zou Q, Wan S, Ju Y, Tang J, Zeng X. Pretata: predicting TATA binding proteins with novel features and dimensionality reduction strategy. BMC Syst Biol 2016;10:114.
13. Drozdetskiy A, Cole C, Procter J, Barton GJ. JPred4: a protein secondary structure prediction server. Nucleic Acids Res 2015;43: W389-94. Web Server Issue.
14. Kelley LA, Sternberg MJE. Partial protein domains: evolutionary insights and bioinformatics challenges. Genome Biol 2015;16: 100.
15. Wang S, Peng J, Ma J, Xu J. Protein secondary structure prediction using deep convolutional neural fields. Sci Rep 2016;6: 18962.
16. Stanek D, Bis-Brewer DM, Saghira C, Danzi MC, Seeman P, Lassuthova P, et al. Prot2HG: a database of protein domains mapped to the human genome. Database: J Biol Databases Curation 2020;2020:baz161.
17. Raef B, Maleki M, Ferdousi R. Computational prediction of implantation outcome after embryo transfer. Health Informatics J 2020;26:1810-26.
18. Jacob L, Vert J-P. Protein-ligand interaction prediction: an improved chemogenomics approach. Bioinformatics 2008;24: 2149-56.
19. Seo S, Choi J, Ahn SK, Kim KW, Kim J, Choi J, et al. Prediction of GPCR-ligand binding using machine learning algorithms. Comput Math Methods Med 2018;2018:6565241.
20. UniProt. A hub for protein information. Nucleic Acids Res 2015;43:D204-12.
21. Xenarios I, Fernandez E, Salwinski L, Duan XJ, Thompson MJ, Marcotte EM, et al. DIP: the database of interacting proteins. Nucleic Acids Res 2000;28. https://doi.org/10.1093/nar/28.1.289.
22. Choi D, Park B, Chae H, Lee W, Han K. Predicting protein-binding regions in RNA using nucleotide profiles and compositions. BMC Syst Biol 2017;11:16.
23. Ding Y, Tang J, Guo F. Predicting protein-protein interactions via multivariate mutual information of protein sequences. BMC Bioinf 2016;17:398.
24. Huang Y-A, You ZH, Chen X, Chan K, Luo X. Sequence-based prediction of protein-protein interactions using weighted sparse representation model combined with global encoding. BMC Bioinf 2016;17:184.
25. Qian L, Wen Y, Han G. Identification of cancerlectins using support vector machines with fusion of G-gap dipeptide. Front Genet 2020;11:275.
26. Peng H. CFSP: a collaborative frequent sequence pattern discovery algorithm for nucleic acid sequence classification. Peer) 2020;8:e8965.
27. Marchler-Bauer A, Derbyshire MK, Gonzales NR, Lu S, Chitsaz F, Geer LY, et al. CDD: NCBI's conserved domain database. Nucleic Acids Res 2015;43:D222-6.
28. Pencina MJ, D’Agostino RB, Massaro JM. Understanding increments in model performance metrics. Lifetime Data Anal 2013;19: 202-18.
29. Sun T, Zhou B, Lai L, Pei J. Sequence-based prediction of protein protein interaction using a deep-learning algorithm. BMC Bioinf 2017;18:277.
30. Jacobson KA. New paradigms in GPCR drug discovery. Biochem Pharmacol 2015;98:541-55.
31. Hauser AS, Chavali S, Masuho I, Jahn LJ, Martemyanov KA, Gloriam DE, et al. Pharmacogenomics of GPCR drug targets. Cell;172: 41-54.e19. https://doi.org/10.1016/j.cell.2017.11.033.
32. Li C, Debing Y, Jankevicius G, Neyts J, Ahel I, Coutard B, et al. Viral macro domains reverse protein ADP-ribosylation. JVirol 2016; 90:8478-86.
33. Niewoehner O, Jinek M. Structural basis for the endoribonuclease activity of the type III-A CRISPR-associated protein Csm6. RNA 2016;22:318-29.
34. Stanishneva-Konovalova TB, Derkacheva NI, Polevova SV, Sokolova OS. The role of BAR domain proteins in the regulation of membrane dynamics. Acta Naturae 2016;8:60-9.
35. Barman RK, Saha S, Das S. Prediction of interactions between viral and host proteins using supervised machine learning methods. PloS One 2014;9:e112034.
36. Liao Z, Ju Y, Zou Q. Prediction of G protein-coupled receptors with SVM-Prot features and random forest. Scientifica 2016;2016: 8309253
37. Shatnawi M, Zaki N, Yoo PD. Protein inter-domain linker prediction using Random Forest and amino acid physiochemical properties. BMC Bioinf 2014;15:S8.
38. Lu S, Wang J, Chitsaz F, Derbyshire MK, Geer RC, Gonzales NR, et al. CDD/SPARCLE: the conserved domain database in 2020. Nucleic Acids Res 2020;48:D265-8.
39. Ahmadi Toussi C, Soheilifard R. Evaluating elastic network models in prediction of conformational changes of proteins. Modares Mech Eng 2015;16:81-8.

Supplementary Material: The online version of this article offers supplementary material (https://doi.org/10.1515/jib-2019-0084).


[^0]:    *Corresponding author: Reza Ferdousi, Department of Health Information Technology, School of Management and Medical Informatics, Tabriz University of Medical Sciences, Daneshgah St, Tabriz, Iran, E-mail: ferdousir@tbzmed.ac.ir
    Shiva Karimi, Health Information Management Department, Paramedical School, Kermanshah University of Medical Sciences, Kermanshah, Iran, E-mail: shiva.karimi.gorgani@gmail.com. https://orcid.org/0000-0003-3145-557X
    Maryam Ahmadi, Department of Health Information Management, School of Management and Medical Information Sciences, Iran University of Medical Sciences, Tehran, Iran, E-mail: m_ahmadi24@yahoo.com
    Farjam Goudarzi, Regenerative Medicine Research Center, Kermanshah University of Medical Sciences, Kermanshah, Iran, E-mail: farjam.goudarzi@gmail.com. https://orcid.org/0000-0001-9030-4769

[^1]:    The bold number shows the best result of the same parameter.

