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A B S T R A C T   

Hematoxylin and eosin (H&E) staining is the gold standard for tissue characterization in routine 
pathological diagnoses. However, these visible light dyes do not exclusively label the nuclei and 
cytoplasm, making clear-cut segmentation of staining signals challenging. Currently, fluorescent 
staining technology is much more common in clinical research for analyzing tissue morphology 
and protein distribution owing to its advantages of channel independence, multiplex labeling, and 
the possibility of enabling 3D tissue labeling. Although both H&E and fluorescent dyes can stain 
the nucleus and cytoplasm for representative tissue morphology, color variation between these 
two staining technologies makes cross-analysis difficult, especially with computer-assisted arti-
ficial intelligence (AI) algorithms. In this study, we applied color normalization and nucleus 
extraction methods to overcome the variation between staining technologies. We also developed 
an available workflow for using an H&E-stained segmentation AI model in the analysis of fluo-
rescent nucleic acid staining images in breast cancer tumor recognition, resulting in 89.6% and 
80.5% accuracy in recognizing specific tumor features in H&E− and fluorescent-stained patho-
logical images, respectively. The results show that the cross-staining inference maintained the 
same precision level as the proposed workflow, providing an opportunity for an expansion of the 
application of current pathology AI models.   

1. Introduction 

Surgical pathology diagnosis has been based on microscopic slides stained with hematoxylin and eosin (H&E) for a long time. 
Hematoxylin is used as a nuclear stain, and eosin is used as a counterstain for cytoplasmic components and the extracellular matrix. In 
general, H&E staining can clearly demonstrate the cell morphology, features, and cellular interactions and is used to cope with the 
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most routine pathological examinations, including tumor diagnosis and staging [1,2]. H&E-stained microscopic slides can be stored 
permanently and be easily evaluated by different pathologists at different time points. 

Although H&E-stained microscopic slides are convenient for the majority of clinical and laboratory uses, they do not sufficiently 
address all the requests and demands for increasing pathological classification and stratification. Other techniques, including special 
staining, immunohistochemistry (IHC), immunofluorescence (IF), flow cytometry, and molecular pathology, have been applied. IHC 
and IF are based on the immunologic antigen-antibody principle and techniques to label specific cellular components, including 
proteins, glycans, and small molecules. These techniques are helpful in detecting biomarker expression to identify gene mutations, 
tumor origins, and classification, and they provide further information for disease prognosis and treatment decision-making, including 
the use of chemotherapy, target therapy, or immunotherapy. In IHC, the target antigen is detected by observing the colored products 
produced by antibody-conjugated enzyme labels such as horseradish peroxidase or alkaline phosphatase interacting with chromogenic 
substances such as diaminobenzidine (DAB) and hematoxylin as a nuclear counterstain. IHC shows good correlation with H&E staining 
slides, and both can be examined using light microscopy, allowing IHC to be widely applied in clinical protein and morphological 
diagnosis, even in companion diagnostics of target therapy [3–5]. Regarding IF, different cellular components and biomarkers are 
labeled by differential antibodies tagged with fluorophores, and counterstaining by fluorescent dyes such as SYTO16 and DiD, with 
different emission spectra, and each signal is separately detected by a fluorescent microscope. Fluorescent morphologic features do not 
match with H&E-stained sections or IHC, and fluorescent signals fade away over time. Therefore, IF is not commonly used in daily 
practice. However, distinct fluorescent images of different cellular components reveal more specific and accurate multiplex staining; 
hence, they are applied to paraffin tissue sections, cultured cell lines, in vivo tissue monitoring, and 3D tissue imaging using dark-field 
microscopy. These features benefit biomedical discovery with the correlation of multiple biomarkers, even in a live sample or 3D 
structure, and such technology is advancing in clinical and biological research fields [6–8]. 

Traditionally, pathology diagnostics relies on the inspection of tissues on glass slides under a light microscope. In the 1990s, 
commercialized whole-slide imaging (WSI) scanners transformed the whole tissue slide into a digitalized image, and digital pathology 
is being used in many applications [9–11]. In addition to the benefits of easy management, lower storage requirements, and remote 
diagnostic capability, digital pathology also provides the opportunity to use image analysis techniques for diagnostic auxiliaries, 
leading to a new field called computational pathology (CPATH). Along with the rapid development of deep learning (DL) artificial 
intelligence (AI) technologies, CPATH algorithms are now capable of assisting pathologists in tasks ranging from basic quantification 
to complicated disease staging [12–15]. 

DL is an extremely data-demanding technology, and the performance of a DL-based algorithm usually requires qualified ground 
truth data for model construction. Thousands of images could be required, especially for weakly supervised or unsupervised learning 
DL-model development [16,17]. Such data requirements are not difficult for H&E model development because a digitalized pathology 
lab usually generates abundant H&E images in routine diagnostic processes. Recently, the Human Protein Atlas has also offered public 
access to tens of thousands of histopathological images of different tumor types [18]. However, in clinical research, a typical study 
cohort for target protein expression ranges from tens to hundreds; such a small number of datasets is insufficient for high performance 
model development, and the shortage of public datasets provides limited support in transfer learning. The data requirement sets a high 
entry barrier for adopting AI-DL technology in clinical research with special stains such as fluorescent stain [19,20]. One conceivable 
approach for filling this gap is to use color normalization algorithms to compensate for model variation in different staining meth-
odologies, but previous studies have mostly focused on solving the variation in the same colored detection methods [21–23]. 
Cross-staining recognition to overcome differences between H&E-stained bright field observations and fluorescent nucleic acid-stained 
dark field observations is yet to be developed. 

In this study, we applied color deconvolution (CD) algorithms to normalize the color channels between different staining methods 
and further integrated them with adaptive color segmentation (ACS) methods to extract the common features of nuclei in the image, 
thus overcoming the labeling and imaging variations between the color bright field detection and fluorescent dark field detection 
technologies. We have developed an innovative method for using an H&E-stained segmentation AI model for detailed analysis of 
fluorescent stained images. This cross-inference expands the application of the current pathology AI models and lowers the barrier for 
clinical researchers to adopt AI analysis in studies with fluorescent staining image data. 

2. Materials and methods 

2.1. Sample cohort 

In total, 30 breast cancer pathology slides were obtained from the Chi Mei Medical Center (ethical approval identifier: 10,902–002) 
and stained with H&E. 

For fluorescent images, 30 breast cancer samples were acquired from surgical resections at Hsinchu NTUH (ethical approval 
identifier: 109-053-F) for the testing dataset. 

2.2. Image acquisition and ground truth annotation 

H&E-stained tissue slides were scanned with a MoticEasyScan scanner using a 20× objective lens (Motic Optical, Hong Kong, 
China). In fluorescently stained tissue slides, SYTO-16 and DiD fluorescence dyes were used to stain nuclei and cell membranes, 
respectively, and a Zeiss laser scanning confocal microscope (Carl Zeiss AG, Jena, Germany) with a 20× objective lens was used to 
obtain the images. The images exported from the equipment were annotated by trained biologists and validated by pathologists using 
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Fig. 1. Three image training and recognition processes across different staining methodologies and illustrated image examples. (a) Direct use of 
RGB channels for training and recognition, (b) combination of color deconvolution (CD) algorithms to unify intensity images for training and 
recognition, (c) combination of CD and adaptive color segmentation (ACS) algorithms for training and recognition. 
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the open-source computer software MetaLite-RUO (JelloX Biotech Inc., Hsinchu, Taiwan) to identify tumors (including IDC, ILC, and 
DCIS) and normal regions. In total, 2000 H&E-stained images of 1000 pixels × 1000 pixels in size from 20 cases were randomly 
selected as the training dataset. In contrast, the H&E testing dataset involved 1000 H&E-stained images from 10 cases, and the 
fluorescent testing dataset involved 770 fluorescent-stained images with 1000 pixels × 1000 pixels in size from 30 cases. 

2.3. Model development with different processing workflows 

In this study, three data preprocessing workflows were designed to perform tumor region recognition tasks using different staining 
methodologies. The procedures for the three different workflows are shown in Fig. 1 (a)–(c). The first approach, shown in Fig. 1(a), 
applies the original RGB-channeled-image dataset directly for image training and recognition. In this model, complete color infor-
mation is used for model training. Within the training procedures, a patched image was downsampled four times to satisfy the 
MobileNetV2 requirements. For example, a patched image with a size of 1000 × 1000 pixels was reduced to 224 × 224 pixels. After the 
MobileNetV2 encoder module, a U-Net-like decoder was concatenated to avoid gradient vanishing/exploding, and upsampling pro-
cedures were performed to go back to 1000 × 1000 pixels for feature classification. Global and local features can be enhanced through 
down- and up-sampling procedures to facilitate the accurate determination of cancerous regions. Owing to the consistency of the 
testing accuracy evaluation among different workflows, all testing images were processed with nucleus-mask extraction for later 
comparison. Finally, the metrics were evaluated by overlapping the regions of the ground truth annotations and model-predicted 
nucleus masks. The second workflow, shown in Fig. 1 (b), focuses on unifying the intensity features from different staining meth-
odologies. The CD algorithms were applied to separate the nucleus (hematoxylin) channel from the H&E images into grayscale in-
tensity images, and the prediction performance was evaluated by overlapping regions of ground truth annotations and model- 
predicted nucleus masks. The third workflow depicted in Fig. 1(c) first applies CD transformation to obtain the corresponding in-
tensity channels, followed by integrating an ACS algorithm in tumor annotation masks for nuclei extraction, which further transforms 
various labeling methods across datasets into single-unified labeling. Illustrated image examples, including the original H&E and IF 
images, corresponding intensity images, and color-segmented images are shown in Fig. 1. 

2.4. Color deconvolution method for color normalization 

To overcome substantial difference in color distribution among staining technologies, we generalize the input image by extracting 
nucleus channel intensity features. For fluorescently stained images, we simply extract the SYTO-16 channel image. For H&E stained 
images, a channel separation method for bright-field image called Color Deconvolution was used [24]. According to the Beer-Lambert 
law, with the curated optical density matrix that calculated based on the amount of hematoxylin or eosin stain concentration, we can 
separate H&E stained RGB image into 2 stain channel signals. After capturing the individual staining signals, the hematoxylin staining 

Fig. 2. An example image of accurately annotated cancer nuclei. (a) Use of the ACS algorithm to select interactively and define automatically the 
image area with the same hue/intensity characteristics; (b) the pathologist manually circled a large area of cancer cells (second from the left) from 
the original pathological image (first from the left), used the ACS algorithm to extract semi-automatically the identical objects defined as nuclei 
(third from the left), and finally intersected the lumped area of cancer cells and identified objects to obtain the completely annotated cancer nu-
cleus image. 
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channel mainly labels nucleus as staining target which paired with SYTO-16 channel from fluorescence images. 

2.5. Adaptive color segmentation method for nuclei extraction 

To extract nuclei channel information for cross-staining recognition, a semi-automatic analysis technology was developed in this 
study, based on an ACS algorithm. The analytical process is shown in Fig. 2 (a)-(b). First, a single nucleus or multiple nuclei identified 
by a pathologist were set as the true nuclei. Then, using the HSV color model transformation, both the hue and intensity channels of 
selected pixels were statistically analyzed according to distributed histograms and automatically identified with foreground (cancer 
nucleus) and background (e.g., cytoplasm, cell membrane, empty area) regions using otsu-thresholding. Color segmentation processes 
were applied to the original image based on the detected hue and intensity distributions of the foreground image. Pixels with similar 
hue and intensity values were divided into two separate mask areas. After removing salt-and-pepper dotted noise and filling holes to 
center-less nucleus mask, nuclei mask objects in the region of interest (ROI) were obtained. The ACS method can be interactively 
selected and defined by the missed cancer nuclei present in the previous steps. Finally, all cancer nucleus objects identified by ACS 
were intersected with the manually annotated lumped areas by a pathologist to generate clean, detailed cancer nucleus-annotated 
images. 

2.6. Deep neural network model architecture 

The prediction model of this study was a convolutional encoder–decoder architecture that used the traditional image segmentation 
technology and a coarse-to-fine analysis technique for input images. The overall and local features of the images were captured and 
analyzed. Specifically, the learning model used MobileNetV2 as the encoder [25], which was effective for model training owing to its 
lightweight features. The U-Net decoder [26] architecture with four upsampling steps of the image segmentation model was applied to 
the decoding module in the architecture. The residual results of the multi-scale feature layers from the encoder side were combined 

Fig. 3. Combination of model architecture diagrams of MobileNetV2 and U-Net-like architecture with image data flow of the training processes. (a) 
Detailed-component-level snapshot view for the architecture, (b) visual presentation of training processes with data-preprocessing steps. 

P.-W. Huang et al.                                                                                                                                                                                                     



Heliyon 9 (2023) e13171

6

with the corresponding upsampled feature layers from the decoder side for stacking. The above design can be used as a tool to solve the 
problem of gradient vanishing/exploding, an issue often derived from the complexity of current DL models, and to retain the char-
acteristics of the input image at the same time. The complete model architecture is illustrated in Fig. 3 (a). 

2.7. Training argument parameter and condition 

Details of the training process are shown in Fig. 3 (b). The model with the same architecture was used to train all three workflows 
accordingly and to deal with the problems of artifacts or obvious outliers at the edges of the patched images. In addition, random 
patching was adopted, in which the sub-images were trained in batches with 1000 pixels × 1000 pixels as the patch size, the number of 
random patches was 100 for each complete image, and the best performing weight was selected. 

2.8. Model performance evaluation by nucleus instance 

In this study, we used nucleus instance accuracy to evaluate the performance of tumor recognition. By executing the computer 
vision-based nuclei positioning and counting algorithms presented in previous studies [27–29], the tumor nucleus instances within the 
tumor area delineated by pathologists for all testing images could be obtained. Then, the nucleus instances of the ground truth were 
compared with those of the tumor area predicted by AI models using intersection over union (IoU), and the corresponding confusion 
matrices with sensitivities and specificities of the proposed AI models were calculated. 

2.9. Additional comparing experiment among nuclei extraction algorithms 

We conducted a comparing experiment by using several modern algorithms for nucleus extraction. The dataset used for the 
validation was obtained from a publicly available nucleus-annotated fluorescence dataset [30]. The comparison was made between 
our methodology and open-source deep learning algorithms including StarDist, Cellpose, and CellSeg [31–33]. After the segmented 
nucleus mask was retrieved, we calculated the pixel-wise confusion matrices accordingly with ground truth masks and segmented 
masks resulting in obtaining F1 scores, sensitivities, and specificities. 

3. Results 

An additional experiment was conducted to compare the effectiveness of proposed nuclei extraction algorithm. Table 1 showed that 
our proposed method (ACS) outperformed the other deep learning-based pre-trained methods for nuclear segmentation using fluo-
rescence images. Especially for F1 score, our proposed method could achieve more than 90% while the other algorithms only reached a 
range between 83% and 89%. Our sensitivity was above 90% and the others were between 74% and 83%, while specificity remained 
quite similarly high as above 96%. 

The training data used with the three data preprocessing workflows are shown in Fig. 4 (a)-(c). The first workflow used RGB- 
channeled sub-images directly for training. In contrast to the first workflow, the second approach applied CD algorithms to effec-
tively capture the channel signals of individual stains. The nuclei image corresponding to the IF nuclei channel was deconvoluted from 
the H&E staining images for training. The third workflow further integrated ACS algorithms to reduce the noise of nuclei extraction by 
using the HSV color space filter, giving a much more accurate nuclei mask, similar to the IF nuclei channel for training processes, which 
showed possibilities for inferences across different staining methods. 

The performance of the breast tumor recognition models trained using the three different data preprocessing workflows was 
evaluated using two datasets. The first validation applied the H&E staining testing dataset along with the training data using the same 
visible light dye staining method. Cross-staining recognition was verified by a fluorescent nucleic acid-stained testing dataset that 
contained a dark field background and fluorescent emission signals. The fluorescent images could be observed with significant dif-
ferences compared with H&E staining with a white background and visible light signals. 

In other words, we tested three different data preprocessing methods on training data preparation, including the original RGB color 
image, tumor nuclei-only image extracted by CD algorithms, and tumor nuclei-only image extracted by CDACS algorithms, both of 
which were evaluated to compare differences. 

In the H&E-stained testing dataset, the model trained by the original RGB color image showed the best accuracy of 97.6% among 
the three workflows (Table 2). When compared to other methods, this workflow is the trained a model using a nuclei channel, and an 
RGB color image containing cytoplasmic information played an important role in the clinical diagnosis of atypical cells, normal cell 
ducts, and well-differentiated tumor cells. In addition, the RGB color domain training set provided the model with more information 

Table 1 
Comparison of nuclear segmentation algorithm performances using public fluorescence dataset.   

F1 Score Sensitivity Specificity 

StarDist 86.7% 81.4% 97.8% 
Cellpose 88.3% 82.1% 98.6% 
CellSeg 83.0% 74.4% 98.3% 
ACS 92.7% 94.6% 96.7%  
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for appropriate weight tuning. The inferencing difference is shown visually in Fig. 5 (a); the model trained by the RGB color image 
performed well on inferencing in atypical cells and the peripheral stroma cells mixed with tumor cells, matching with the pathologist’s 
experiences that require both H&E staining to separate tumor/non-tumor cells accurately in clinical practice. The model trained by the 
nuclei channel through CD processing performed worse than the RGB color model, resulting in only 83.9% accuracy, revealing that the 
elimination of cytoplasmic information did influence performance. However, the final CDACS model recovered the performance with 
an accuracy of nearly 90%. A visualized example showed the capability of general breast tumor nucleus recognition, and the accuracy 
level was comparable with the typical model performance in previous studies. One possible reason for the difference between the 
CDACS and CD models might be that CD did not perfectly separate the nuclei channel from the whole image during training dataset 
preparation, and the incompletely removed cytoplasmic information enhanced the noise in model training. 

The testing performance in the fluorescent-stained testing dataset differed from that of the H&E-stained testing dataset. The CDACS 
model achieved 80.5% testing accuracy, which was significantly higher than that of the other two models, which achieved only 50.4% 
and 72.5% accuracy using the fluorescent-stained testing dataset (Table 2). The visualized example shown in Fig. 5 (b) demonstrates 
the differences between the three models. The CDACS model inferred similar breast tumor regions as the manually annotated ground 
truth; however, the inferencing results of the other two models, especially the model trained by the RGB color image, were far away 
from the ground truth. Compared to the model performance in H&E-stained testing, the advantage of the RGB color image model in 
H&E-stained testing turned into a disadvantage in fluorescent-stained testing. Considering that the fluorescently stained image only 
included the nuclei channel, the cytoplasmic and color domain information in the RGB color image did not contribute to weight 
derivation but increased noise during model training, leading to a significant drop in accuracy. The CD method separated the nuclei 
channels during training dataset preparation, but the poor separation performance with residual cytoplasmic information caused 
worse results than expected. Our proposed novel CDACS model extracts hematoxylin-stained nuclei information equal to the nuclei 
channel in fluorescent-stained images during the training dataset preparation. Hence, the accuracy dropped by only 9.1% in 
fluorescent-stained testing as compared to that in H&E-stained testing, indicating that the trained model was applicable to different 
staining methods and recognized the rest of the tumor region in both H&E− and fluorescent-stained images. However, the nuclei 
extraction of the CDACS model still resulted in an inevitable drop in accuracy because the model is established relying only on nuclei 
channel information, making it difficult to distinguish between tumor and normal cells in atypical cells, normal cell ducts, and well- 
differentiated tumor cells. 

4. Discussion and conclusions 

This study demonstrates a novel cross-staining recognition algorithm for AI model development using pathology images with 
various staining methods. By using an integrated workflow of CD and an ACS filter, our CDACS model normalizes the color variation 
and extracts common features in different staining methods to equalize the training and testing information in cross-staining pathology 
images. In the performance test using the H&E-stained images trained model for inferring fluorescent images, the typical model 

Fig. 4. Training data processed with different data pre-processing workflows. (a) An RGB channeled sub-image; (b) a CD preprocessing sub-image; 
(c) a CDACS preprocessing sub-image. 

Table 2 
Model performance comparison on different stained testing datasets.   

Testing datasets Accuracy Sensitivity Specificity 

RGB color model H&E 97.6% 98.2% 91.5% 
Fluorescent 50.4% 0.0% 100.0% 

CD model H&E 83.9% 48.9% 98.7% 
Fluorescent 72.5% 63.1% 81.7% 

CDACS model H&E 89.6% 84.0% 92.0% 
Fluorescent 80.5% 91.2% 70.0%  
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Fig. 5. Inferencing performance of tumor recognition AI models. (a) Performance in H&E image testing dataset; (b) performance in fluorescent 
image testing dataset. 
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developed based on RGB color images was inadequate. Even when adopting conventional CD into the workflow for normalizing the 
difference between staining methods, the model was not able to recognize the fluorescent images well; instead, the H&E inference 
performance significantly decreased because of poor nuclei separation capability. By taking advantage of the extraction of equalized 
information in different staining methods, the CDACS model maintained the best testing accuracy on fluorescent images using the H&E 
image training dataset (80.5%), dropping only 9.1% from the accuracy of inferencing H&E images. Moreover, the testing accuracy of 
the original H&E images was retained at an acceptable level for general recognition. The results revealed that our algorithm overcame 
the limitations of the current model development workflow. It was applied to a general model, and thus it could be further applied to a 
wide range of staining. 

Currently, H&E image AI models are well developed for clinical diagnosis, especially for morphological feature recognition of 
tumors, immune cells, and stoma [17,29,34], owing to the easy data accumulation resulting from daily routine diagnostics. 
Furthermore, AI can assist pathologists in identifying features related to specific gene mutations and classifying tumors into lung, 
gastrointestinal, and liver cancers based only on H&E images [35–38]. Computational combination with clinical data, H&E images, 
and AI reveals some new histological changes of stroma adjacent to the tumor as a tumor microenvironment that are associated with 
survival prediction, except for well-known prognostic factors in breast cancer and mesothelioma [39,40]. While implementing our 
proposed novel algorithms, the analysis of fluorescent-stained images in clinical research could also benefit from AI inferencing 
technologies without the costly generation of a large number of images for building their own models. One of the potential applications 
of fluorescent-stained images is multiplex staining and analysis in which a particular morphological biomarker, such as panCK or 
desmin, is labeled to assist in the quantitation of biomarker expression located in a specific region or to study the correlation between 
biomarkers and morphological features. These morphological biomarkers can eventually be replaced by morphological AI models, 
creating more opportunities for multiplex research. Three-dimensional (3D) IF staining is another possible application of this CDACS 
workflow and its related models. Because of tumor heterogeneity, the evaluation of IHC in target protein expression, such as HER2 and 
PD-L1, is limited by the sampling rate, which causes patient screening error and related low therapy response rates [41,42]. For 
example, there are still controversies over TIL assessment in breast cancer and PD-L1 quantification, and research for discriminating 
heterogeneity and subtypes of infiltrating lymphocytes, especially T-cells, according to biomarker expression is increasing [43–45]. 
Thus, 3D IF staining plays an important role in the discovery of more information on target proteins. As the penetration of antibodies is 
relatively slow in thick tissue samples, the preparation of 3D IF staining typically takes from several days to several weeks according to 
the number of biomarkers. The long preparation period makes it reasonable to adopt AI models to recognize morphology in 3D IF 
images instead of staining multiple morphological biomarkers, thus reducing the turnaround time. 

The cross-staining recognition algorithm has the potential to impact various clinical studies. However, restricted information in 
common features (e.g., nuclei channel only) limits the accuracy of the model. Unrestricted proliferation is a major characteristic of 
these neoplasms. These cells usually show abnormal morphology, as well as disorganized and expansible growth patterns. However, 
not all tumors with the same terminology show similar features. Tumors of the same classification may reveal markedly different 
pathological pictures based on cell morphology and are generally divided into three histological grades: good, moderate, and poor 
differentiation. Well-differentiated tumors retain most features similar to those of normal cells and tissues, including a relatively 
typical nuclear contour and organized cell arrangement, which sometimes cannot be distinguished from non-neoplastic tissue in H&E 
sections, and require other clues, including peripheral tissue reaction or IHC, to assist diagnosis. Poorly differentiated tumors may lose 
all features of the original cells, and the tumor etiology needs to be confirmed. This study focuses on the cross recognition of tumor 
nuclei in H&E and fluorescent images and reveals a good correspondence. Nevertheless, nuclei-only recognition has limitations for the 
identification of well-differentiated tumor cells and normal cells. In poorly differentiated tumors or tumors with marked stromal 
reactions, such as severe inflammation or fibrosis, pleomorphic and complex nuclear distribution may impede and mislead AI 
recognition. IHC hematoxylin has been used as a nuclear counterstain, chiefly showing clear nuclear morphology and faint cytoplasmic 
staining. This cross-staining recognition model may be applied to perinuclear cytoplasmic recognition in the future, which could 
improve the identification of tumor cells and reveal some interfacial reactions between tumor cells and the peripheral tumor 
microenvironment. 

In summary, this proof-of-principle study provides a clear demonstration of a novel method for cross-staining recognition between 
H&E-stained bright-field images and fluorescent-stained dark-field images. This is a solution to bridge the image data for parallel 
analysis using different staining protocols. With appropriate design, this concept has the potential to expand various applications for 
existing H&E AI models and create more opportunities for fluorescence-based clinical research. 
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Y. Blay, F. Galateau-Sallé, G. Wainrib, T. Clozel, Deep learning-based classification of mesothelioma improves prediction of patient outcome, Nat. Med. 25 (10) 
(2019) 1519–1525, https://doi.org/10.1038/s41591-019-0583-3. 

[40] A.H. Beck, A.R. Sangoi, S. Leung, R.J. Marinelli, T.O. Nielsen, M.J. van de Vijver, R.B. West, M. van de Rijn, D. Koller, Systematic analysis of breast cancer 
morphology uncovers stromal features associated with survival, Sci. Transl. Med. 3 (108) (2011), https://doi.org/10.1126/scitranslmed.3002564. 

[41] S.S.-Y. Lee, V.P. Bindokas, M.W. Lingen, S.J. Kron, Nondestructive, multiplex three-dimensional mapping of immune infiltrates in core needle biopsy, Lab. 
Invest. 99 (9) (2018) 1400–1413, https://doi.org/10.1038/s41374-018-0156-y. 

[42] Y.-Y. Lin, L.-C. Wang, Y.-H. Hsieh, Y.-L. Hung, Y.-A. Chen, Y.-C. Lin, Y.-Y. Lin, T.-Y. Chou, Computer-assisted three-dimensional quantitation of programmed 
death-ligand 1 in non-small cell lung cancer using tissue clearing technology, J. Transl. Med. 20 (1) (2022), https://doi.org/10.1186/s12967-022-03335-5. 

[43] S. Loi, S. Michiels, S. Adams, S. Loibl, J. Budczies, C. Denkert, R. Salgado, The journey of tumor-infiltrating lymphocytes as a biomarker in breast cancer: clinical 
utility in an ERA of checkpoint inhibition, Ann. Oncol. 32 (10) (2021) 1236–1244, https://doi.org/10.1016/j.annonc.2021.07.007. 

[44] S.E. Stanton, M.L. Disis, Clinical significance of tumor-infiltrating lymphocytes in breast cancer, J. ImmunoTherapy Cancer 4 (1) (2016), https://doi.org/ 
10.1186/s40425-016-0165-6. 

[45] P. Savas, R. Salgado, C. Denkert, C. Sotiriou, P.K. Darcy, M.J. Smyth, S. Loi, Clinical relevance of host immunity in breast cancer: from Tils to the clinic, Nat. Rev. 
Clin. Oncol. 13 (4) (2015) 228–241, https://doi.org/10.1038/nrclinonc.2015.215. 

P.-W. Huang et al.                                                                                                                                                                                                     

https://doi.org/10.1002/1361-6374
https://doi.org/10.1002/1361-6374
https://doi.org/10.1109/icip.2004.1421728
https://doi.org/10.1109/icip.2004.1421728
https://doi.org/10.1109/tcsi.2006.884469
https://doi.org/10.1038/s41597-020-00608-w
https://doi.org/10.1007/978-3-030-00934-2_30
https://doi.org/10.1038/s41592-020-01018-x
https://doi.org/10.1038/s41592-020-01018-x
https://doi.org/10.1186/s12859-022-04570-9
https://doi.org/10.1016/j.ebiom.2020.103054
https://doi.org/10.3390/cancers13123050
https://doi.org/10.1038/s41698-020-0120-3
https://doi.org/10.1101/197574
https://doi.org/10.1038/s41591-019-0462-y
https://doi.org/10.1038/s41591-019-0583-3
https://doi.org/10.1126/scitranslmed.3002564
https://doi.org/10.1038/s41374-018-0156-y
https://doi.org/10.1186/s12967-022-03335-5
https://doi.org/10.1016/j.annonc.2021.07.007
https://doi.org/10.1186/s40425-016-0165-6
https://doi.org/10.1186/s40425-016-0165-6
https://doi.org/10.1038/nrclinonc.2015.215

	Deep-learning based breast cancer detection for cross-staining histopathology images
	1 Introduction
	2 Materials and methods
	2.1 Sample cohort
	2.2 Image acquisition and ground truth annotation
	2.3 Model development with different processing workflows
	2.4 Color deconvolution method for color normalization
	2.5 Adaptive color segmentation method for nuclei extraction
	2.6 Deep neural network model architecture
	2.7 Training argument parameter and condition
	2.8 Model performance evaluation by nucleus instance
	2.9 Additional comparing experiment among nuclei extraction algorithms

	3 Results
	4 Discussion and conclusions
	Declarations
	Author contribution statement
	Funding statement
	Data availability statement
	Declaration of interest’s statement

	References


