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Purpose: This research was designed to investigate the application of artificial intelligence 
(AI) in the rapid and accurate diagnosis of coronavirus disease 2019 (COVID-19) using 
digital chest X-ray images, and to develop a robust computer-aided application for the 
automatic classification of COVID-19 pneumonia from other pneumonia and normal images.
Materials and Methods: A total of 1100 chest X-ray images were randomly selected from 
three different open sources, containing 300 X-ray images of confirmed COVID-19 patients, 400 
images of other pneumonia patients, and 400 normal X-ray images. In this study, a classical 
machine learning approach was employed. The model was built using the support vector 
machine (SVM) classifier algorithm. The SVM was trained by 630 features obtained from the 
HOG descriptor, which was quantized into 30 orientation bins in the range between 0 and 360. 
The model was validated using a 10-fold cross-validation method. The performance of the model 
was evaluated using appropriate classification metrics, including sensitivity, specificity, area 
under the curve, positive predictive value, negative predictive value, kappa, and accuracy.
Results: The multi-level classification model was able to distinguish COVID-19 patients 
with a sensitivity of 97.92% and specificity of 98.91%, for the internal testing or cross- 
validation. For the independent external testing, the model showed sensitivity of 95% and 
specificity of 98.13%, for distinguishing COVID-19 from other pneumonia and no-findings. 
The binary classification model was able to distinguish COVID-19 patients with a sensitivity 
of 99.58% and specificity of 99.69%, for the internal testing. For the independent external 
testing, the model showed a sensitivity of 98.33% and specificity of 100%, for distinguishing 
COVID-19 from normal images.
Conclusion: The model can achieve the rapid and accurate identification of COVID-19 
patients from chest X-rays with more than 97% accuracy. This high accuracy and very rapid 
computer-aided diagnostic approach would be very helpful to control the pandemic.
Keywords: SARS-CoV-2, diagnosis, artificial intelligence, pneumonia, automatic 
classification

Introduction
Coronavirus disease 2019 (COVID-19) is a serious human pandemic. It is caused 
by severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2), which is 
believed to have been transmitted to humans from wild animals, possibly sold in 
the Huanan Seafood Wholesale Market in China.1 The genome of SARS-CoV-2 has 
85% similarity with bat coronavirus, and it is generally assumed that bats were the 
primary source of infection, and that the virus was transmitted to humans through 
unknown intermediary animals in Wuhan, China, in December 2019.1
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Person-to-person transmission is efficient, with multi-
ple clusters reported. Transmission of the virus happens 
mainly through respiratory droplets and close contact, as 
well as through aerosol transmission in relatively closed 
environments for a long time through exposure to high 
concentrations of aerosol.2 The mean reproductive number 
(R0) for COVID-19 is estimated to be 3.28, which exceeds 
WHO estimates of 1.4–2.5.3 Clinically, patients with 
COVID-19 present with respiratory symptoms, with 
a very similar presentation to other respiratory virus 
infections.1

Effective screening of COVID-19 patients is a critical 
step in bringing infected individuals to immediate care and 
treatment, as well as quarantining them to reduce the 
transmission of the virus. So far, the gold-standard screen-
ing method used for detecting COVID-19 cases is reverse 
transcriptase–polymerase chain reaction (RT-PCR)4 test-
ing, which can detect the nucleic acid of the virus from 
nasopharyngeal or oropharyngeal swabs.

However, it has been reported that RT-PCR can detect 
only 60–70% of the true COVID-19 symptomatic patients 
and as low as 18–33% of the asymptomatic cases. In other 
words, the test misses 30–40% of actual COVID-19 cases, 
which, in turn, facilitates the rapid transmission of the 
virus.5,6 Furthermore, molecular laboratory facilities, 
including reagents and consumables, are scarce in 
resource-limited countries such as Ethiopia, for conducting 
RT-PCR in screening COVID-19 cases.

As an alternative screening method, chest radiological 
imaging, such as computed tomography (CT) and X-ray, 
has a vital role in the early diagnosis and treatment of 
COVID-19.7 Even if RT-PCR results are negative, symp-
toms can be detected by examining the radiological images 
of patients.8,9 It is evident that combining clinical imaging 
features with laboratory results may help in the early 
detection of COVID-19.10–14 Characteristic changes in 
chest X-ray and CT images have been identified even 
before the appearance of COVID-19 symptoms.1

In comparison to CT, chest X-ray imaging is advanta-
geous for screening14 COVID-19 amid the global pan-
demic, owing to its rapid triage, availability, accessibility, 
and portability, which makes it a good complement to PCR 
testing, even exhibiting higher sensitivity.6 However, chest 
radiographic analysis has limitations in detecting the early 
stages of COVID-19 features, ground-glass opacities 
(GGO), and others, even when expert radiologists are 
available to interpret the images.7

To overcome this drawback, researchers are developing 
deep learning or machine learning models that can focus 
on points that are invisible to the human eye. The applica-
tion of artificial intelligence (AI) for automatic detection in 
medicine is becoming an interesting tool for physicians.15 

A study conducted in the USA on the application of 
artificial intelligence in medical image analysis found 
that a deep learning algorithm could classify clinically 
important abnormalities on chest radiographs at 
a performance level comparable to practicing 
radiologists.16 Earlier research has successfully used arti-
ficial intelligence in detecting arrhythmia, breast cancer, 
pneumonia, brain disease, skin cancer, and pneumonia 
from medical images.17

Since the emergence of the COVID-19 pandemic, sev-
eral artificial intelligence-mediated machine learning mod-
els have indicated that chest X-ray images can screen and 
classify COVID-19 patients with 80–98% sensitivity and 
70–87% specificity.18–20 Hence, the application of compu-
ter-assisted diagnostic models can help radiologists to 
more quickly and accurately interpret chest X-ray images 
to screen and classify COVID-19 patients. The technology 
can also be helpful to mitigate the shortage of expert 
radiologists in remote areas.

Machine learning algorithms that are used for COVID- 
19 diagnosis can be categorized into two types, namely: 
supervised and unsupervised learning approaches.21 In this 
study, we applied the support vector machine (SVM) 
learning algorithm, which is one of the most widely used 
supervised machine learning approaches.

Therefore, this research was designed to develop 
a classical machine learning-based model using chest 
X-ray images for the automatic detection of COVID-19 
and for distinguishing it from other pneumonia cases, with 
high sensitivity and specificity, and with a short computa-
tion time.

Materials and Methods
Dataset
In this study, a total of 1100 chest X-ray images were 
randomly selected from three different open sources: the 
GitHub repository shared by Joseph Cohen,22 Kaggle,23 

Bachir,24 and Mooney.25 The chest X-ray images in the 
datasets were obtained from patients and had been inter-
preted and reported by expert radiologists. The labels 
generated were then validated in an independent test set, 
achieving a micro-F1 score of 0.93.26 It has been 
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documented that the images are suitable for training super-
vised models concerning radiographs.26,27 The datasets 
contain chest X-ray images of confirmed COVID-19 
cases, other pneumonia, and no-findings (normal). There 
are plenty of normal and other pneumonia X-ray images in 
these open sources. However, owing to the lack of 
COVID-19 X-ray images, we limited the number of 
images for other pneumonia and no-findings to avoid 
problems with unbalanced data. Our experimental dataset 
contains 300 X-ray images of confirmed COVID-19 
patients, 400 images of other pneumonia patients, and 
400 normal X-ray images.

Classical Machine Learning
Machine learning is one of the most important fields of 
artificial intelligence. It is the process of building algo-
rithms that are able to learn from previous datasets, and 
leverage that experience to predict new unseen datasets. In 
the case of image classification problems, applying classi-
cal machine learning involves feature extraction from the 
images, aided by media filters.

Since the development of convolutional neural 
networks (CNNs), deep learning has become a desirable 
technique for most AI-related problems because of its 
superior performance. Despite the high performance of 
deep networks, there are still good reasons to use classical 
machine learning over deep learning; for example, classi-
cal machine learning shows better performance on a small 
amount of data with limited financial and computational 
power, and it can also iterate more quickly and try out 
many different techniques in a shorter period of time.28 

Other researchers found that a machine learning approach 
using the SVM algorithm gave the best prediction accu-
racy among all classifiers for COVID-19 diagnosis.29 

Hence, in this study, we employed a classical machine 
learning (SVM) approach, which could perform best for 
our small dataset classification problem.

Feature Extraction (Media Filter)
Feature extraction is a requirement during the application 
of classic machine learning for image classification pro-
blems. We used a media filter on the X-ray images to 
emphasize several supplementary features, which were 
included as additional numeric attributes.

In this study, the histogram of oriented gradients 
(HOG) feature was extracted from our chest X-ray images 
dataset. Most image processing techniques use the local 
geometric shapes within an image and then characterize 

them according to the distribution of edge directions; this 
is called the histogram of oriented gradients (HOG).30

We preferred HOG to other local shape descriptors 
because of its invariance to small deformations and its 
robustness in terms of outliers and noise.30 HOG is 
a feature descriptor for images that can be used in com-
puter vision and machine learning. In this study, we used 
a newly improved HOG, the pyramid histogram of 
oriented gradients (PHOG), proposed by Bosch et al in 
2007, which takes the spatial property of the local shape 
into account when representing an image.31

In our particular case, the images were resized to 
64×128 pixels, the most common image dimension used 
in the HOG feature descriptor.30 Then, the images were 
divided into cells at several pyramid levels. The magnitude 
of the gradients and the orientations are calculated as 
follows, where Gx and Gy are the vertical and horizontal 
gradients, respectively:

GradientMagnitude ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx2 þ Gy2

p
, θ ¼ tan� 1 Gy

Gx
Each gradient orientation is then quantized into K bins. 

The final PHOG descriptor for an image is the concatena-
tion of all the HOG vectors at each pyramid resolution. 
The concatenation of all the HOG vectors introduces the 
spatial information of the image. In each cell of every 
level, gradients over all the pixels are concatenated to 
form a local K-bins histogram. As a result, all of the 
cells at different levels are combined to form a final 
PHOG vector with dimension of d ¼ ∑

L

l¼0
4l. In our experi-

ment, the HOG descriptor was quantized into 30 orienta-
tion bins in the range between 0 and 360. L=3 and K=30 
were selected and 630 features were obtained from the 
PHOG descriptor for training our SVM algorithm.

Support Vector Machine (SVM)
The SVM algorithm is highly preferred owing to its signifi-
cant accuracy while requiring less computational power. 
SVM can be used for both regression and classification 
tasks, but it is widely used in classification problems. The 
objective of SVM is to find a hyperplane in an N-dimensional 
space that distinctly classifies the data points. Our dimension 
N is equal to our number of features, which is 630.

The SVM algorithm not only is the most widely used 
machine learning method in COVID-19 diagnosis and out-
break prediction,21,32 but also has achieved the highest 
prediction accuracy, of 100%, among all classifiers.29 

Hence, in this study, we employed a machine learning 
model trained by an SVM classifier, which was optimized 
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by a sequential minimal optimization (SMO) algorithm, 
invented in 1988 by John Platt, at Microsoft Research.33

In order to achieve a good result and at the same time 
to avoid overfitting, the following hyperparameters were 
tuned: batch size=100, tolerance parameter=0.001, 
epsilon=1.0E-12, kernel=polykernel of E=1.0, 
C=250,007, number of folds=−1, and random seed of 1.

Experimental Setup
Java programming language integrated with Weka’s Java 
API34 was used for the implementation of the X-ray image 
classification system. The experiments were performed on 
an HP ProBook 450 G4 PC with a processor of Intel® 
Core i7-7500 CPU @ 2.70 GHz (4 CPUs) and RAM of 
8192 MB running Windows 10 pro 64-bit with NVIDIA 
GeForce 930MX graphics card.

The experiment was conducted using two sets of X-ray 
images, namely: 1) X-ray images of three categories: no- 
findings, COVID-19, and pneumonia; and 2) X-ray images 
of two categories: COVID-19 and normal. Each class in 
the dataset was randomly split into two; 80% was desig-
nated for training and the remaining 20% was left for 
independent external testing using the holdout method.

First, we trained our model to detect and classify X-ray 
images in the three categories for the multi-class classifi-
cation task, then the model was trained to detect and 

classify the two categories for the binary classification 
task. The performance of both binary and multi-level 
classification challenges was evaluated using a 10-fold 
cross-validation scheme during the training (Figure 1).

Structure of the Proposed Model
The proposed model commences by taking chest X-ray 
images as an input. Then, a feature extraction or media 
filter is applied to the images to obtain the essential attri-
butes. Based on the attributes acquired from the media 
filter, the SVM is trained and validated by a 10-fold 
cross-validation technique. Finally, the model is tested by 
an external testing dataset. The overall architecture of the 
proposed COVID-19, other pneumonia, and no-finding 
classification system is depicted in Figure 1.

Performance Evaluation Metrics
The classification performance of the model was evaluated 
by the most widely used metrics, including sensitivity, 
specificity, accuracy, positive predictive value (PPV), 
negative predictive value (NPV), F1 score, receiver oper-
ating characteristics (ROC) curve, area under the curve 
(AUC), kappa, and MCC. The definition and interpretation 
of each metric are precisely explained.

Sensitivity (recall) is a ratio of true positives to total 
positives in the data. It measures how likely a test is to 

Figure 1 Block diagram of the proposed model for distinguishing COVID-19 from other pneumonia and no-findings.
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exclude or detect a condition correctly. Specificity is a ratio 
of true negatives to total negatives in the data, and it repre-
sents the true negative rate, while accuracy is a ratio of 
correct predictions to total predictions. Positive predictive 
value is the probability that subjects with a positive screen-
ing test truly have the disease, and negative predictive value 
is the probability that subjects with a negative screening test 
truly do not have the disease. The F1 score is an overall 
measure of a model’s accuracy that combines precision and 
recall. The ROC curve is the plot that shows the trade-off 
between the sensitivity and (1 − specificity) across a series 
of cut-off points. The AUC is an effective and combined 
measure of sensitivity and specificity that describes the 
inherent validity of diagnostic tests.35 The kappa statistic is 
a measure of how closely the instances classified by the 
machine learning classifier match the data labeled as ground 
truth, controlling for the accuracy of a random classifier as 
measured by the expected accuracy.

The statistical values for all metrics mentioned above 
are bounded between 0 and 1, where 1 represents perfect 
prediction, while 0 denotes total failure of the model to 
perform correctly.

Matthews Correlation Coefficient (MCC)
The MCC was re-proposed by Baldi et al36 as a standard 
performance metric for machine learning with a natural 
extension to the multi-class case.37 The coefficient considers 
true and false positives and negatives, and yields high scores 
only if the prediction gives good rates for all four of these 
categories.38 Its value is bounded to [−1, 1], where a value of 

1 represents perfect prediction, 0 random guessing, and −1 
total disagreement between prediction and observation.

Ethical Issues
Since we used open-source data, a waiver was obtained 
from the IRB.

Results
Model Speed to Complete the 
Classification Task
The performance of our classification model in distin-
guishing COVID-19 from other pneumonia and normal 
X-ray images was examined as follows. Applying the 
media filter took 350 seconds for all of our training data-
set, or 0.39 seconds per image. Training the model and 10- 
fold cross-validation together took 3 seconds.

Multi-Class Classification Task
The proposed model’s 10-fold cross-validation results and 
independent testing results of the multi-class classification 
task are summarized in Figure 2.

The multi-level classification model was able to distin-
guish COVID-19 patients with sensitivity of 97.92% (95% 
CI 95.21–99.32), specificity of 98.91% (95% CI 97.76– 
99.56), PPV of 97.12% (95% CI 94.14–98.60), NPV of 
99.22% (95% CI 98.15–99.67), and AUC of 0.98 (95% CI 
0.97–0.99) for the internal testing or cross-validation. For 
the independent external testing, the model showed sensi-
tivity of 95% (95% CI 86.08–98.96), specificity of 98.13% 
(95% CI 94.62–99.61), PPV of 95% (95% CI 86.08– 

Figure 2 Confusion matrix results of the multi-class classification task: (A) 10-fold cross-validation, (B) independent testing.
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98.32), NPV of 98.13 (95% CI 94.56–99.37), and AUC of 
0.97 (95% CI 0.93–0.98) for distinguishing COVID-19 
from other pneumonia and no-findings (Table 1).

Binary-Class Classification Task
The results of confusion matrices for the binary classifica-
tion problem in classifying/detecting COVID-19-positive 
and normal X-ray images are shown in Figure 3.

The binary classification model was able to distinguish 
COVID-19 patients with sensitivity of 99.58% (95% CI 
97.70–99.99), specificity of 99.69 (95% CI 98.27–99.99), 
PPV of 99.58 (95% CI 97.12–99.94), NPV of 99.69% 
(95% CI 97.83–99.96), and AUC of 0.99 (95% CI 0.98– 
1.0) for the internal testing or cross-validation. For the 

independent external testing, the model showed sensitivity 
of 98.33% (95% CI 91.03–99.63), specificity of 100% 
(95% CI 95.49–100), PPV of 100%, NPV of 98.77 (95% 
CI 91.97–99.82), and AUC of 0.99 (95% CI 0.96–1.0) for 
distinguishing COVID-19 from normal images (Table 2).

In both the multi-level and binary classification mod-
els, the ROC curve and the corresponding AUC value 
approached 1, proving that the classifier is able to perfectly 
distinguish correctly between all of the positive and the 
negative class points (Figure 4).

Discussion
The successful application of artificial intelligence will 
have several benefits for modern-day health care, such as 

Table 1 Performance-Measuring Statistical Values for Distinguishing COVID-19 from Other Pneumonia and Normal Images

Performance 
Measures

10-Fold Cross-Validation Independent Test

Value 95% Confidence Interval Value 95% Confidence Interval

Sensitivity 97.92% 95.21–99.32% 95.00% 86.08–98.96%

Specificity 98.91% 97.76–99.56% 98.13% 94.62–99.61%

AUC 0.98 0.97–0.99 0.97 0.93–0.98

PPV 97.12% 94.14–98.60% 95.00% 86.08–98.32%

NPV 99.22% 98.15–99.67% 98.13% 94.56–99.37%

F1 score 97.52% – 95.00% –

MCC 96.60% – 93.13% –

Kappa 0.9055 – 0.9312 –

Accuracy 98.64% 97.63–99.29% 97.27% 94.16–98.99%

Abbreviations: AUC, area under the curve; PPV, positive predictive value; NPV, negative predictive value; MCC, Matthews correlation coefficient.

Figure 3 Confusion matrix results of the binary-class classification task: (A) 10-fold cross-validation, (B) independent testing.
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higher diagnostic accuracy, faster turnaround, better out-
comes for patients, and better quality of work life for 
radiologists.39

In this study, we examined the performance of classi-
fication models for the detection of COVID-19 based on 
an SVM model. Evidence indicates that the SVM algo-
rithm not only is the most widely used machine learning 
method but also has achieved the highest prediction 

accuracy, of 100%, among all classifiers in COVID-19 
diagnosis.21,32

In this research, it has been demonstrated that the 
application of machine learning (SVM) in artificial intelli-
gence applied on chest X-ray images could automatically 
detect COVID-19 pneumonia with 99.29% accuracy for 
the binary classification task and 97.27% performance for 
the multi-level classification task.

Table 2 Performance Measuring Statistical Values for Distinguishing COVID-19 from Normal Images

Performance 
Measures

10-Fold Cross-Validation Independent Test

Value 95% Confidence Interval Value 95% Confidence Interval

Sensitivity 99.58% 97.70–99.99% 98.33% 91.06–99.6%

Specificity 99.69% 98.27–99.99% 100.00% 95.49–100.00%

AUC 0.99 0.98–1.00 0.99 0.96–1.00

PPV 99.58% 97.12–99.94% 100.00% –

NPV 99.69% 97.83–99.96% 98.77% 91.97–99.82%

F1 score 99.58% – 99.16% –

MCC 99.27% – 98.56% –

Kappa 0.9927 – 0.9855 –

Accuracy 99.64% 98.72–99.96% 99.29% 96.08–99.98%

Abbreviations: AUC, area under the curve; PPC, positive predictive value; NPC, negative predictive value; MCC, Matthews correlation coefficient.

Figure 4 Receiver operating characteristics (ROC) curves of the model on independent testing: (A) ROC curve of binary classification (COVID-19, normal) with 
AUC=0.992, (B) ROC curve of multi-class classification (COVID-19, other pneumonia, and normal) with AUC=0.996.
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Since the emergence of the COVID-19 pandemic, several 
artificial intelligence-mediated machine learning models have 
indicated that chest X-ray images can screen and classify 
COVID-19 patients with 80–98% sensitivity and 70–87% 
specificity.18–20,32,40 Evidence indicates that the accuracy of 
machine learning approaches ranges from 76% to more than 
99% in the diagnosis of COVID-19.32 Sethy et al developed an 
algorithm that could detect COVID-19 using X-ray images 
based on deep features and SVM with 95.38% accuracy.28 In 
another study, Xu et al developed an early prediction model 
that could distinguish COVID-19 pneumonia from influenza- 
A viral pneumonia and healthy cases using pulmonary CT 
images with deep learning techniques, with an accuracy of 
86.7%.41 Our model, which is based on the SVM algorithm, 
showed comparable, and even higher, accuracy in detecting 
COVID-19 pneumonia. Similarly to our findings, researchers 
using a machine learning approach with the SVM algorithm 
reported an overall accuracy of 97.33% for thee-class classifi-
cation (normal, pneumonia, and COVID-19) and 100% for the 
binary separation of COVID-19 from other pneumonia.42 

Detection of the genetic material of SARS-CoV-2 infection 
using RT-PCR on nasopharyngeal and throat swab specimens 
is considered the gold standard in the diagnosis of COVID- 
19.6 However, RT-PCR has been reported to yield positive 
results in 30–70% of cases.6,43 Conversely, similarly to our 
findings, computer-aided X-ray images have been reported to 
have sensitivity values of 98%.43

The application of machine learning methods is bene-
ficial not only to distinguish COVID-19 cases from other 
pneumonia patients, but also to help doctors to follow and 
predict the prognosis and treatment outcomes of their 
patients.32 Hence, research should be conducted using 
machine learning or deep learning methods on prospec-
tively collected X-ray images, clinical/laboratory, and 
socio-demographic data from COVID-19 patents, and 
establishing the application of artificial intelligence in 
predicting prognosis and treatment outcomes of patients.

Conclusion
The application of computer-assisted diagnostic models to 
help radiologists to more quickly and accurately interpret 
chest X-ray images, to screen and classify COVID-19 
patients, is highly required. The integration of this algo-
rithm into the clinical system could help health institutions 
to advance patient care by reducing the time to diagnosis 
and increasing access to chest radiograph interpretation, as 
well as mitigating the shortage of expert radiologists in 
remote areas.
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