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A B S T R A C T   

The progress of deep learning technology has made image classification an important application 
field. Image style classification is a complex task involving the recognition of the whole picture, 
including the recognition of salient features and detailed features. This study is based on the 
ResNet algorithm and has improved its Resnet 50 version with excellent performance. In the 
model architecture, we introduce blur pool operation and replace the traditional Relu function 
with Celu activation function. In addition, the triplet attention mechanism was integrated to 
further enhance the model performance. Through a series of experiments, it is found that the 
improved ResNet50 model has the highest classification accuracy of 80.6% on large-scale image 
data sets, which is 11.7% higher than the traditional ResNet50 model. In terms of recognition of 
similar style images, the model incorporating triplet attention demonstrated higher average ac
curacy (74%) and recall (82%). This improvement has achieved certain results and has certain 
technical reference value for various styles of image classification fields.   

1. Introduction 

With the advent of the era of big data, the explosive growth of image data has greatly promoted the development of image clas
sification methods based on deep learning (DL) algorithms. These methods have gradually replaced the traditional manual recognition 
methods, especially in the processing of large-scale and diverse image data show their advantages [1]. Media painting images, 
including historical photos, magazine pictures, news photos and painting pictures, almost cover all the image styles in our lives. The 
style of these images is not only reflected in the salient features, but often hidden in the nuances, such as the distinction between 
Baroque and Rococo styles in oil paintings is a challenge [2]. This requires image classification not only to identify the overall features, 
but also to focus on the extraction of obvious and detailed features. In the field of deep learning, image classification research is mainly 
divided into two categories, one is based on traditional manual feature extraction algorithm, and the other is based on convolutional 
neural network (CNN) method [3]. Traditional manual feature extraction is effective in processing images of specific types and simple 
structures, but in the face of complex picture elements and style diversity, this method is often limited by feature extraction within its 
capability [4]. In contrast, convolutional neural networks show obvious advantages in processing large and complex image data 
because of their strong feature learning ability. Therefore, this study aims to explore how to further improve the performance of image 
classification models based on convolutional neural networks. The ResNet is selected as the basic framework, and the Resnet 50 version 
with the best performance is improved. Specifically, the blur pool operation is introduced into the model structure, and the traditional 
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Relu function is replaced by Celu activation function in order to improve the model’s ability to recognize subtle stylistic differences. In 
addition, considering the potential of the attention mechanism (AM) in image processing, the triplet attention mechanism is incor
porated to improve the targeting performance of similar image classification. It is hoped that these improvements will not only 
improve the accuracy of image classification, but also provide an effective solution for similar image classification. 

This study consists of four parts. Firstly, the current research achievements in image classification models and attention concen
tration are reviewed. Secondly, the methodology of this study is introduced. Next, based on the methods in the second part, experi
ments are conducted and the results are analyzed. Finally, the conclusion of this study is summarized. 

2. Related works 

Computer developing has enabled machine learning (ML) to be well applied in image style recognition. Currently, single class label 
methods are commonly used for image classification. However, Kolisnik B et al. [5]. Believe that images as a hierarchical structure of 
classes represent more specific classes as the level of layers increases. Therefore, they propose a new hierarchical image classification 
model. The new model can reduce network training time by using higher-level actual class labels to train lower level branch CNN. In 
addition, the model also learns the relationship between layers to obtain Conditional probability, which can prevent error propagation. 
Compared with the basic CNN, this model achieved higher classification accuracy. In medical image recognition and classification, 
Blaivas M et al. [6] compared and trained CNNs with six different complexities and ages, and tracked and recorded the training time 
and accuracy separately. In addition, through real-world testing of the algorithm, important evaluation parameters such as descriptive 
statistics and Pearson R values were calculated for each model. The training time of the visual geometry group network was 232 min, 
with an accuracy of 96%. The development of swarm intelligence methods and ML in image recognition is very rapid. The applicability 
of DL based models in different fields of image recognition has also been enhanced. Revathi M et al. [7] proposed an improved DL 
image classifier. By fusing the two algorithms, the model can autonomously learn and explore the optimal solution. Compared with 
other image classification methods, this model has a certain improvement in the effectiveness of image classification. Xu Y et al. [8] 
proposed a new aerial image classification research model to overcome the problem of inaccurate detection of discriminant clues by 
traditional models. By performing morphological filtering on multiple components obtained from deconstruction of aerial images, it 
facilitates the feature extraction operation of the quality model generation discrimination mechanism. This model can effectively 
recognize the types of aerial images and has strong robustness. 

For media image detection applications, Tang Z et al. [9] designed a visual attention model based invariant moment hash image 
algorithm based on commonly used hash algorithm image processing techniques. The introduction of visual AM enables the model to 
effectively and accurately capture important image information features in the focus area of attention. The weighted discrete wavelet 
transform extracts invariant moments for hash construction, which makes the model show good classification performance on open 
image data sets. This model has better image classification performance than other hash algorithms. However, Fang C et al. [10] 
believe that although the introduction of AM can make image classification models more targeted and accurate, there are still 
shortcomings for low resolution image classification. So they introduced triple attention AM into the super-resolution image classi
fication model to obtain good representation ability. Compared to existing image classification models with AM, this model has 
improved classification accuracy by 1–3 percentage points. Andriyanov et al. [11] discussed the importance of object detection and 
recognition in images and image sequences, and introduced various methods and techniques proposed in this regard. In particular, the 
research focuses on methods based on image mathematical models, random field models and likelihood ratios, as well as the devel
opment of convolutional neural networks in solving object recognition problems. It also introduces some efficient pre-training ar
chitectures that do not use mathematical models but are trained using a library of real images. It provides important reference and 
guidance for the research of object detection and recognition methods. Poongodi et al. [12] proposed a method to adapt media titles 
and add specific sounds to images. To achieve this effect, a computer vision model of image scene recommendation and natural 
language processing is combined. In the experiment, the accuracy of Top5 index and Top1 index is 67% and 53% respectively. 
Although the accuracy is not high, it provides a reference for the application expansion of media image recognition. Li et al. [13] 
proposed an image-based two-stage data-driven framework for satellite image detection and segmentation. In the first stage of this 
method, the object detection algorithm Faster-RCNN is used to detect satellite images and present them in the form of bounding boxes. 
In the second stage, the satellite image is cropped into a small image according to the position information of the boundary box, and the 
boundary detection algorithm is used to identify the boundary information. The effectiveness, efficiency and universality of the 
framework are verified by experiments. 

In summary, for different styles of media image classification, experts have improved DL to improve the accuracy of image 
recognition. Some experts have also attempted to integrate AM in DL to improve the performance of special image classification. 
However, the improvements made by experts on the basis of traditional CNN have overlooked that there are still better choices for the 
network layer structure of the model. And the fusion of AM has not taken into account the issue of similar and easily confusing image 
styles. So it is worth studying how to design a model that can recognize a large number of images and accurately distinguish similar 
images. 

3. Design of image classification model integrating ResNet and AM 

Compared to traditional image classification, the style of an image often involves the entire image, requiring attention not only to 
the details of the image, but also to the overall features of the image [14]. The color, stroke information, texture information, structural 
layout, etc. In painting works can have an impact on the classification of image styles. And image recognition with high similarity 
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requires the model to be able to extract detailed feature information to improve the accuracy of classification [15]. So this study 
improved the traditional classification model based on ResNet50 network, further improving the accuracy of image style classification 
recognition. And AM was introduced into the improved ResNet50 model in the experiment to design a new image style classification 
model that integrates ResNet50 and AM. 

3.1. Improved design of traditional image classification model based on ResNet 

Traditional image classification models are usually based on CNN, and their recognition performance is related to the amount of 
feature information data captured by the model. However, when convolved into deep network layers, traditional classification models 
may experience performance degradation due to the accompanying gradient explosion or disappearance [16]. In response to this issue 
and to improve the model’s image feature recognition performance, this study made improvements on traditional classification models 
and designed an image classification model based on Residual Network (ResNet). As a ResNet composed of multiple residual blocks 
stacked together, it will be easier to improve the network model structure. This study is based on ResNet50 for improvement. Fig. 1 
shows the network structure diagram of ResNet50 before improvement. The core principle that residual structure in ResNet50 can 
improve the performance of network models is that the characteristics of residual structure enrich the feature data by combining 
shallow and deep network feature information [17]. Bo_A and Bo_B of Fig. 1 are the residual blocks in the structure. The input in
formation of the next layer residual group is obtained through the weight layer and activation function. 

ResNet50, as a CNN, essentially seeks the optimal weight value for feature extraction, which can be described by equation (1). 

θ∗ = arg max
θ

L(f (x, θ), y) (1)  

In equation (1), L is a loss function of ResNet50 [18]. θ contains all parameters in the parameter space of the text CNN. θ∗ is the group 
with the best weight value among all parameters. f(x, θ) represents the model. y represents the entered data information. y is the true 
label for each sample. After calculating ownership weight gradient, the weight value will be updated. The basic update weight 
equation (2) in the algorithm is: 

θiter = θiter− 1 − ηgiter (2)  

In equation (2), the number of iterations during the training process is represented by iter. BB is all parameters iterated to the iter-th 
parameter space. DL rate is expressed in η. giter is a gradient. This is the most basic update algorithm that can be used for model training, 
but there are problems like slow Rate of convergence and long training time. So the design of ResNet50 uses Adam optimization al
gorithm. It combines RMSprop method and Momentum method to improve training efficiency, adjust the Adaptive learning rate, and 
retain the last gradient direction information after each iteration update [19]. The process of updating the weight values for each 
iterating in Adam optimization algorithm is represented by equations (3) and (4): 

υiter = β1υiter− 1 + (1 − β1)giter (3)  

In equation (3), the update direction at the iter-th iteration is represented by υiter, and β1 is attenuation coefficient. 

ωiter = β2ωiter− 1 +(1 − β2)giter ⋅ giter (4)  

In equation (4), the momentum of the iter-th iteration is represented by ωiter, and β2 is attenuation coefficient. The control of learning 
rate attenuation is expressed by equations (5)–(7): 

υiter
∧

=
υiter

1 − βiter
1

(5) 

Fig. 1. Network structure diagram of ResNet50 before improvement.  
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In equation (5), the update direction at the iter-th iteration is represented by υiter, and βiter
1 is attenuation coefficient. 

ωiter
∧

=
ωiter

1 − βiter
2

(6)  

In equation (6), the momentum of the iter-th iteration is represented by ωiter, and βiter
2 is attenuation coefficient. 

θiter = θiter− 1 − η 1
̅̅̅̅̅̅̅̅̅̅

ωiter
∧

√

+ ε
⋅ υiter

∧ (7)  

In equation (7), ε is a constant. To avoid the denominator value being equal to 0, ε is usually taken as 10− 8. 
In this study, a series of improvements are made to the network structure of ResNet50 to improve the image classification effect and 

reduce the distortion of the model. Firstly, the step size of the maximum pooling layer is shortened, the original step size of the pooling 
layer is changed to the step size of 1, and the blur pool structure is introduced. This change is designed to increase the network’s ability 
to capture image details by reducing step size, while combining downsampling and low-pass filtering to reduce high-frequency noise 
and distortion and preserve important image features by introducing a blur pool structure. Then, we also modify the step size of the 
second convolution layer in the Bo_A structure of the third and fourth layers by setting the step size to 1, and also introduce the blur 
pool structure after normalization. This adjustment aims to improve the feature extraction capability of the network in these layers and 
reduce the possible information loss during the downsampling process through the blur pool. In addition, in order to further optimize 
the performance of the model, the blur pool structure is inserted in front of the subsampling layer of the Bo_A structure of the third and 
fourth layers, and the step of the subsampling layer is set to 1. Such adjustments not only allow the model to capture more detail while 
maintaining resolution, but also reduce distortion through low-pass filtering, thus improving the accuracy of image classification. 
Through these structural improvements, the model can more effectively retain key information when processing complex images, 
while reducing unnecessary information loss and distortion, thus significantly improving the accuracy and reliability of image 
classification. 

In the pre improvement ResNet50 structure, Relu function was used in the output data activation operation step, described by 
formula (8). 

Relu(x)=max(0, x) (8)  

In equation (8), x is the input value. When x ≥ 0, Relu function outputs it directly. On the contrary, the output value is 0. But if the 
input values into Relu function are not greater than or equal to 0, that is, the output values are all 0, it will reduce the learning 
performance of ResNet50. Therefore, Celu activation function is used in this study, which is described by formula (9). 

Celu(x)=max(0, x) + min(0, α ∗ (exp(x /α) − 1) (9)  

In equation (9), when x ≥ 0, Celu function outputs it normally, and when x is less than 0, α ∗ (exp(x /α) − 1 is output, and α = 1. 
Fig. 2 shows the structure diagram of the improved ResNet50 model. Bo_C structure in the residual block group in Fig. 2 is a residual 

block that introduces the blur pool structure. It also performs weight operations on input information, combines down-sampling and 
low-pass filtering, and outputs it through Celu function. 

Fig. 2. Structure diagram of the improved ResNet50 model.  
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3.2. Design of ResNet50 image classification model based on AM fusion 

However, for a group of images with high similarity, it is required that the model can extract detailed feature information to 
improve the accuracy of classification. To enable ResNet50 to extract more detailed feature information in the image, it is also 
necessary to fuse AM in ResNet50 and emphasize the detailed features in the image by weighting the weight coefficients obtained 
through ResNet50 DL iteration. 

Traditional classification models typically use channel AM or combine it with spatial AM for AM application [20]. The way channel 
AM captures effective feature information in an image is by learning the relevant information between channels in the network 
structure. The channel AM combined with spatial AM can capture specific target objects in the image. In traditional structures, the 
most important feature information of the corresponding feature layer can be captured through maximum pooling operation [21]. By 
pooling the global maximum value, the two-dimensional data of the feature layer is transformed into a one-dimensional vector. The 
pooled vector’s length is equal to channels number in feature layer. This can achieve that each channel only retains the maximum value 
of data. This process is described by formula (10): 

α(0)
i =max

v

(
s∧
i

l(v)
)

(10)  

In equation (10), α(0)
i is the vector, and s

∧

i
l(v) is the i-th channel’s v-th feature data in the l-th layer. After obtaining the vector, it is input 

into the fully connected network, and Relu function activates it, which is expressed by formula (11): 

α(1)
j = relu

(
∑

i
α(0)

i w(a1)
ij + ba1

j

)

(11) 

Fig. 3. Triplet attention structure diagram.  
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In equation (11), α(1)
j is a hidden layer vector. w(a1)

ij and ba1
j are weight parameters for updating gate operations. After obtaining the 

hidden layer, the results are transmitted to the output layer. In neural networks, both output and input are vectors with channel 
quantities equal to length. Activation function in the output layer is sigmoid, and the output result will be a probability value in the 
interval (0, 1), which is described by formula (12): 

α(2)
i = sigmoid

(
∑

j
α(1)

j w(a2)
ji + ba2

i

)

(12)  

In equation (12), w(a2)
ij and ba2

j are the weight parameters for the update gate operation. Finally, to suppress the worthless text data of 

some channels and retain important channel text data, formula (13) was used for the obtained α(2)
i : 

sl
i =α(2)

i s∧
i

l (13)  

In equation (13), s
∧

i
l is the i-th channel’s characteristic data in the l-th layer. 

However, traditional AM can cause heavy computational burden when processing larger images due to the excessive number of 
nodes in the image. This study adopts a triple attention structure with low computational complexity to address this issue. Different 
from the traditional attention mechanism, the triplet attention structure effectively reduces the computational complexity through its 
three-branch structure, while ensuring the comprehensive capture of information [22]. Triplet attention contains three parallel 
branches, each focused on a different task. The first branch is responsible for calculating the weight of the feature information, which 
improves the focusing efficiency of the model by evaluating the importance of each pixel in the image. The second branch focuses on 
the acquisition of interactive information in the spatial dimension, which enhances the model’s understanding of the image structure 
by analyzing the spatial relationship between the various parts of the image. The third branch focuses on the interaction information in 
the channel dimension, analyzing the interaction between different channels (or different feature types), so as to improve the richness 
of feature representation. The combined effect of these three branches allows triplet attention to fully understand image content while 
remaining computationally efficient. It can significantly reduce the computational burden of large-size image processing without 
sacrificing performance. In addition, the structural design of triplet attention enables it to perform well in image processing tasks of 
varying sizes and complexity, especially in application scenarios that require detailed and comprehensive feature understanding. By 
embedding a triple attention structure after the third convolutional layer of ResNet50 structure and adding the low feature information 
of the shallow network to triple attention’s output, the emphasized detailed feature output can be obtained. Specifically, three 
components in this structure serve as output tensors, which are obtained in a new order through the triple attention structure and then 
input into the Z-pool. The entire process only requires minimal computational effort to construct the dimensional weight relationship 
between space and channels. Fig. 3 shows the structure of a triple attention. After inputting the tensor x with the shape set to AxBxC 

Fig. 4. Structure diagram of residual block after introducing triple attention.  

X. Zhang and T. Ding                                                                                                                                                                                                 



Heliyon 10 (2024) e27178

7

into Z-pool, Z-pool preserves as much information as possible in x by increasing channels number in the first dimension of x to 2. Based 
on the large amount of information in the tensor, the computational complexity of AM can be reduced, as described by formula (14). 

Z − pool(x)= [MaxPool0d(x),AvgPool0d(x)] (14)  

In equation (14), MaxPool0d(x) is a description of the maximum pooling operation. AvgPool0d(x) is a description of the average pooling 
operation. After changing channels number in Z-pool, tensors with a shape of 2xBxCx are transformed into 1xBxCx through con
volutional and batch normalization layers. Finally, the sigmoid function activates the results to obtain the corresponding importance 
weights for each tensor.In Fig. 4 and (a) shows the structure diagram of the Bo_A; Fig. 4 (b) shows the structure diagram of the Bo_B; 
Fig. 4 (c) shows the structure duagram of the Bo_C. A tensor with the input shape AxBxC was input into the residual block, which was 
activated by Celu function after passing through weight layer and AM for output. 

This study introduces the evaluation index F-Score (F) to comprehensively consider the designed model, represented by formula 
(15) as [23]: 

F =
(
1+ β2) precision ∗ recall ∗

(
1 + β2)

(precision + recall)
(15)  

In equation (15), β represents the importance description of precision (P) and recall (R). If β is less than 1, it indicates that P is more 
important than R. If β is greater than 1, it indicates that R is more important than P. β equals 1, indicating that both are equally 
important. In the experiment, β is 1. 

4. Experimental results and analysis 

The operating system version number of this experimental platform is Ubuntu 20.04.2, and GPU is GeForce GTX 1080Ti. It is 
designed and implemented using Python framework. The initial learning rate is set to 1e-3 for 100 iteration cycles. Every 30 iteration 
cycles, learning rate becomes one tenth of the original. Loss function is a cross entropy loss function, and the optimizer uses Adam 
optimizer. The evaluation indicators are P, R, and F. 

4.1. Experimental results and analysis of the improved ResNet50 classification model 

This experiment used three sets of 5242 images as samples, with images of different categories as a group in Table 1. 
This experiment consists of two stages. In the first stage, four experiments were conducted to compare different CNN types’ 

classification performance on three images sets. These models include depth CNNAlexNet, visual geometry group VGG19 (VGG), 
ResNet34, the pre-improved ResNet50 model, and the improved ResNet50 model. 

Fig. 5 shows the trend of recognition P changes for these three sets of image sets using different models. In the first set of image set 
tests, all five classification models showed an unstable state during repeated testing. Among them, ResNet50 model and the improved 
ResNet50 model showed a slight upward trend in overall P, both increasing by about 3 percentage points, with the highest P being 
76.4% and 82.7%. Overall, the P values of AlexNet, ResNet34, and VGG19 all showed a decrease of 2–8 percentage points, with VGG19 
exhibiting the most significant instability during the recognition process, with a sharp drop in P to 52.1% in the second test. However, 
in the second and third set of image set tests, the recognition P of the five models showed a stable trend overall. Except for AlexNet 
model, all other models fluctuated by about one percentage point, while AlexNet overall showed a downward trend, with the lowest P 
reaching 60.0%. In the third set of image set tests, the overall P of the improved ResNet50 was much higher than other models, 
reaching a maximum of 80.6%, which was 11.7% higher than the second highest ResNet50. 

Fig. 6 shows the average P comparison of five models tested on each set of images. Regardless of the image set, the average 
recognition P of ResNet34, ResNet50, and improved ResNet50 based on residual linking is 13–27 percentage points higher than 
AlexNet and VGG19 models. In the classification model based on residual connection structure, the improved ResNet50 has the highest 
overall average P, and the highest P was tested in the first image set, which is 81.1%. 

In the improvement of ResNet50 model, Celu function was used to replace Relu function used in traditional ResNet50. Next, based 
on the improved ResNet50 model, the experiment compares the classification P of three groups of pictures under Relu, PRelu, Lea
kyRelu, Tanh and Celu activation functions. Similarly, four detections were repeated on each set of images. Whether the improvement 
can improve model recognition P is tested. Fig. 7 shows the recognition P’ change trend of the improved ResNet50 model for three 
groups of image sets when using different activation functions. Fig. 7 (a) shows the comparision of precision between different models 

Table 1 
Various image sets.  

First set of images Finance and economics Physical culture Entertainment Society Historic photos 

Number of images 350 482 497 431 289 
Second set of images Iconic image Documentary photos magazine cover Special images Book Illustrations 
Number of images 336 384 415 190 365 
Third set of images Oil painting images Thangka image Wash painting Sketch Comic 
Number of images 412 178 210 359 344  
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in the first set of images; Fig. 7 (b) shows the comparision of precision between different models in the second set of images; Fig. 7 (c) 
shows the comparision of precision between different models in the third set of images. No matter which group of images are 
recognized and classified, the recognition P under the environment of Celu function and LeakyRelu function is 15–20 percentage points 
higher than the other three Activation function. Among them, Celu function can outperform LeakyRelu function in P detection, with 
the former reaching a maximum of 80.2%. 

Fig. 8 shows the average P comparison of the improved ResNet50 model in three sets of image set detection experiments under 
different Activation function environments. Among them, Fig. 8 (a) compares the average P values of five experimental subjects, while 
Fig. 8 (b) shows the multiple relationships corresponding to the average P of each experimental subject. When Celu Activation function 
is used in the improved ResNet50 model, the average P of the model is the highest overall. Its highest value is 80.1%, which is about 14 
percentage points higher than the traditional ResNet50 model using Relu function. And from the sub-graph (b) of Fig. 9, although the 

Fig. 5. Comparison of accuracy of different models in three sets of images.  

Fig. 6. Comparison of average accuracy of different models in three sets of images.  

Fig. 7. Classification accuracy.  
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improved functions PRelu and LeakyRelu based on Relu function can improve the P of ResNet50 model, the increase is not significant, 
ranging from 2 to 6 percentage points. This also shows that activation function replacement of the traditional ResNet50 model in this 
study has a significant effect on the model recognition P improvement. 

Fig. 8. Comparison of average accuracy of models under different Activation function.  

Fig. 9. Comparison of classification performance of models with different attention mechanism structures for similar images.  
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4.2. Experimental results and analysis of ResNet50 classification model after AM fusion 

On the basis of the improved ResNet50 classification model, triple attention AM is introduced. In this regard, a comparative 
experiment was conducted on ResNet50 classification models paired with different AMs in a painting image set containing six sets of 
similar styles for similar image recognition and P-detection. Table 2 presents the painting image set data. 

Fig. 9 shows the comparison of the recognition detection P and R of the improved ResNet50 classification model for painting image 
sets. Among them, Fig. 9 (a) shows ResNet50 model does not integrate attention mechanism; Fig. 9 (b) shows ResNet50 model with 
SE_block (Squeeze and Excitation); Fig. 9 (c) shows ResNet50 model with CBAM (Convolutional block attention module); Fig. 9 (d) 
shows ResNet50 model with triple attention AM, and AM. The overall recognition P of all experimental subjects decreased due to the 
increasing difficulty of distinguishing similar styles in the atlas group. But ResNet50 classification model, which is paired with SE_block 
and triple attention AM, has the smallest decrease of 7 percentage points. But under SE_block AM, the overall P is low, ranging from 
51% to 58%. Overall, the P of the model under the triple attention structure is about 20 percentage points lower. The R changes of all 
experimental subjects ranged from 76% to 85%. But when the model is paired with CBAMAM, both P and R are low at the same time, 
both being 76%. This is because the use of AM is not stable. 

Table 3 shows the average accuracy rate, average recall rate and F-Score data when the model is combined with different attention 
mechanism structures in the recognition process of similar style images, and compares them with some advanced algorithms. The 
advanced algorithms involved in the comparison include recurrent neural network - Long short-term memory network (RNN-LSTM) 
and generative adversarial network (A-GAN) integrating attention mechanism. The higher the F-Score, the higher the model recog
nition performance. It can be seen that although the average recall rate of each subject varies from 78% to 82%, the accuracy of the 
model with and without the SE_block attention mechanism is significantly lower, 54% and 53% respectively, which is lower than the 
advanced methods of RNN-LSTM and A-GAN. However, the method combining CBAM and Triplet attention mechanism is superior to 
the advanced methods participating in the comparison, and the average accuracy and average recall rate are higher than other 
experimental methods. When the model is paired with triple attention AM, F is also the highest, at 0.76, which is 0.4 to 0.12 higher 
than other experimental subjects. Especially compared with ResNet50 classification model without AM, ResNet50 classification model 
with triple attention has a 0.12 higher F, which significantly improves the recognition performance of similar style images. 

In the image style classification task, the computational complexity of the algorithm greatly affects the work, so the comprehensive 
performance evaluation of the algorithm needs to include the comparison of the computational complexity of different algorithms. In 
this study, the computational time complexity and computational space complexity are used as indexes to compare different algo
rithms. As shown in Fig. 10. Fig. 10 (a) is A comparison of computing time. It can be seen from the figure that the computing time of the 
research method is lower than that of other attention mechanisms, and slightly higher than that of RNN-LSTM and A-GAN. Fig. 10 (b) 
shows the comparison of computing space. From the perspective of the memory proportion in the calculation process, the calculated 
memory proportion of the research method is slightly higher than that of the improved ResNet50 without attention mechanism, but 
lower than that of other methods participating in the comparison. It can be seen that the research method significantly reduces the 
computational burden compared with other attention mechanisms. Although compared with some advanced algorithms, the 
computational complexity is not very different, but considering the high performance in precision and recall rate, the study believes 
that this is completely acceptable. 

5. Discussion 

The research focuses on the problem of image style classification in media painting, which has significant significance in the 
automatic analysis of art works and content management system. Media painting images, such as historical photos, magazine pictures, 
etc., are not only large in quantity, but also diverse in style, and their automatic classification is extremely important for digital cultural 
heritage protection, art education, copyright management and digital library construction. By combining ResNet and attention 
mechanism, this study not only improves the accuracy of image classification, but also enhances the model’s ability to recognize subtle 
stylistic differences, providing an effective way to deal with complex and detailed image styles. The improved model combining 
ResNet50 and triplet attention has wide application potential. For example, in medical image analysis, this model can be used to 
improve the accuracy of lesion identification. In the field of security monitoring, this model can help realize the rapid identification of 
subtle changes in the scene. In addition, in the social media content analysis and personalized recommendation system, the model can 
also provide more accurate image content recognition and classification services. However, this study also has some limitations, such 
as a high reliance on the quality and diversity of the dataset, and possible differences in effects across different types of images. Future 
research can focus on improving the diversity and quality of datasets, optimizing the scalability and applicability of models, further 
improving computational efficiency, and further studying the effects of different attention mechanisms. These efforts will help to 
further enhance the practicality and effectiveness of the model, and bring more innovations and breakthroughs in the field of image 
classification. 

6. Conclusion 

The recognition accuracy of traditional CNN based image style classification models is insufficient, making it difficult to distinguish 
similar images. In this regard, this study is based on the improvement of the higher quality ResNet50 algorithm to design a new model 
that can improve image classification P. At the same time, the improved ResNet50 classification model is integrated with triple 
attention AM to improve the performance of similar style image classification in the model. The improved ResNet50 classification 
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model has a significantly higher P-value compared to other convolutional network algorithm models in recognizing different style 
image sets, with a maximum of 80.6%, and 11.7% higher than the traditional ResNet50 model. When ResNet50 classification model 
uses different Activation function, and the improved ResNet50 model uses Celu Activation function, the average P of the model is the 
highest overall. Its highest value is 80.1%, which is about 14 percentage points higher than the traditional ResNet50 model using Relu 
function. In the performance testing of ResNet50 model fused with triple attention, the average P and average R of the model on six 
similar images were higher than those of the model paired with other AMs, with 74% and 82%, respectively. The F of this model is also 
the highest, at 0.76, which is 0.4 to 0.12 higher than other experimental subjects. Compared with traditional ResNet50, ResNet50 
classification model with triple attention has a 0.12 higher F than the former. The image classification model designed in this study, 
which combines the attention mechanism and ResNet50 algorithm, has significantly improved the performance of image recognition. 
However, the research also has some shortcomings. First, the model is highly dependent on data sets, which means that further tuning 
and optimization may be required on different types or qualities of data sets. Second, although the model is excellent at handling 
painted image styles, its ability to handle differences in image quality has not been fully validated. In addition, the computational 
efficiency of the model can be improved, especially in resource-constrained environments. Future work will focus on several key areas. 
First, testing and optimizing the model on a broader and diverse dataset will be explored to improve its ability to generalize. Secondly, 
we will study how to improve the model to better handle images of different qualities, which is especially important for practical 
application scenarios. In addition, the study plans to further explore computing efficiency improvement strategies for effective 
deployment in environments with limited computing resources. Finally, the research will also consider exploring different types of 

Table 2 
Painting image set data.  

Image group 
Painting style 

Baroque Rococo Gothic line drawing Realistic writing Cartoon 

1 102 98 10 10 10 10 
2 20 20 138 20 20 22 
3 21 21 20 140 19 19 
4 10 10 10 89 96 25 
5 20 20 78 45 20 57 
6 55 55 10 55 55 10  

Table 3 
Average accuracy, average recall, and F-score data.  

Method Average precision rate (%) Average recall rate (%) F-Score value 

Improved ResNet50 No attention mechanism 53 81 0.64 
SE_block 54 82 0.66 
CBAM 68 78 0.72 
Triplet attention 74 82 0.76 

RNN-LSTM 59 79 0.66 
A-GAN 63 80 0.69  

Fig. 10. Comparison of computational complexity of different methods.  
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attention mechanisms to further improve the performance and accuracy of the model. Through these works, the research hopes to 
bring more innovations and breakthroughs in the field of image classification and provide more powerful tools for automatic image 
analysis. 
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