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Variability of manual lumbar spine segmentation
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Abstract

Background: The application of kinematic data acquired during biomechanical testing to specimen-specific, three-dimensional models of
the spine has emerged as a useful tool in spine biomechanics research. However, the development of these models is subject to segmentation
error because of complex morphology and pathologic changes of the spine. This error has not been previously characterized.
Methods: Eight cadaveric lumbar spines were prepared and underwent computed tomography (CT) scanning. After disarticulation and
soft-tissue removal, 5 individual vertebrae from these specimens were scanned a second time. The CT images of the full lumbar specimens
were segmented twice each by 2 operators, and the images of the individual vertebrae with soft tissue removed were segmented as well.
The solid models derived from these differing segmentation sessions were registered, and the distribution of distances between nearest
neighboring points was calculated to evaluate the accuracy and precision of the segmentation technique.
Results: Manual segmentation yielded root-mean-square errors below 0.39 mm for accuracy, 0.33 mm for intrauser precision, and 0.35 mm
for interuser precision. Furthermore, the 95th percentile of all distances was below 0.75 mm for all analyses of accuracy and precision.
Conclusions: These findings indicate that such models are highly accurate and that a high level of intrauser and interuser precision can be
chieved. The magnitude of the error presented here should inform the design and interpretation of future studies using manual segmentation
echniques to derive models of the lumbar spine.
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Modern medical imaging technology, such as computed
tomography (CT) and magnetic resonance imaging, has
made it possible to explore anatomic features in three di-
mensions (3D). Furthermore, advances in image processing
have led to the development of specimen-specific models of
certain anatomic features. These models are obtained by
defining the portion of the image corresponding to the
feature of interest, such as the brain, a tumor, or a single
vertebra. This process is known as segmentation.

These models are becoming more prevalent in biome-
chanics research. They have been used to develop speci-
men-specific finite element models, and they have been used
in conjunction with kinematic data acquired during biome-
chanical testing to investigate joint behavior. This technique
provides a means of obtaining additional information with
regard to the behavior of specific joint features under vari-
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ous loading conditions. The application of kinematic data to
rigid body models has been used to investigate the region of
contact at the facet joints, carpal bone interaction, and
cartilage contact kinematics in the knee.1–3 The fidelity of
he analysis obtained from these techniques is dependent on
he accuracy of the kinematic data acquired, the accuracy of
egistration between the reference frames of the motion
apture system and the image data, and the accuracy of the
olid models developed from the image data. Segmentation
f the spine has proven to be a useful tool for several
pplications in medicine and medical research and requires
arying levels of accuracy depending on which application
s used. However, given the natural variation in morphology
f spinal anatomy and limitations in imaging technology,
egmentation of the human spine presents several chal-
enges. Variation in the density of cortical bone across the
urface of the vertebra can result in ambiguity in the bound-
ry between bone and soft tissue in some regions, particu-
arly in the spinous and transverse processes. The thickness

f the articular cartilage of the facet is known to vary across
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its surface and between different levels of the spine. The
mean thickness of this layer has been shown to vary be-
tween 0.49 and 0.61 mm across the cervical spine.4 The
proximity of adjacent facet surfaces presents the greatest
challenge, given the fact that the maximum resolution of
medical CT scanners ranges between 0.6 and 1.0 mm in the
axial direction depending on the device. Anatomic variation
is exacerbated by the presence of pathology. Narrowed or
hypertrophic facet joints, bony growths, poor bone density,
partial or complete fusion between levels, and degenerated
discs contribute to the difficulty of accurately segmenting
the lumbar spine. These challenges eliminate the possibility
of defining complete models of the vertebral surface for a
vast majority of spines based on a simple intensity thresh-
old. Therefore segmentation of the human spine has re-
quired either the intelligence of a knowledgeable operator or
that of a sophisticated algorithm.

Manual segmentation requires the persistent input of an
operator and often uses image filters, intensity thresholding,
morphologic filters, and manual “painting” or outline defi-
nition. Automated segmentation routines are distinguished
from manual ones in that they rely, at least in part, on some
image or pattern recognition algorithm.

Several methods have been developed for automated
spine segmentation relying on a wide variety, and often a
combination, of distinct segmentation frameworks, includ-
ing thresholding, edge detection, and various manifestations
of deformable models coupled with optimization routines.
The normalized cuts method of Carballido-Gamio et al5

segments vertebrae from 2-dimensional magnetic resonance
images. The average reported error of this method ranged
from 14.44% to 19.34% in vertebral body area from a
manual segmentation baseline, depending on input values.
de Bruijne et al6 used a shape particle filtering method on
spine radiographs that yielded an average segmentation er-
ror of 1.4 mm from manual segmentation by a medical
expert and under 2.0 mm in 88 of 91 cases. Kim and Kim7

developed a fully automatic vertebral segmentation method
using deformable 3D fences for CT images, but the method
was only evaluated qualitatively. Furthermore, only 80% of
the specimens were segmented successfully with this auto-
mated routine. A promising class of algorithms that has
emerged, model-based algorithms, relies on the inclusion of
prior shape information to the segmentation process.8,9

These prior shape models are usually referred to as active or
adaptive in that the location and shape of the model can be
modified to achieve optimum correspondence of the model
with shape information contained within the image. A phys-
ical metaphor of energy is generally used to explain these
algorithms with external energy used to describe the attrac-
tion of the model to image features and internal energy used
to describe the restriction of the adaptation to a known
shape. A minimization of the total energy is used to opti-
mize the segmentation process. Klinder et al8 developed
uch a technique and applied it to CT images of the thoracic

pine. The group reported an average segmentation accu-
acy of 1.0 mm when compared with segmentation achieved
hrough a similar algorithm using more operator interaction.
sing an active shape model to segment the lumbar spine

rom planar X-rays, Zamora et al10 reported an average
rror below 6.4 mm in 50% of cases.

These methods have been developed for fast identifica-
ion or segmentation of vertebrae in applications such as
urgical planning, deformity assessment, and image fusion.
owever, most model-based investigations of joint articu-

ation have required manual segmentation for some or all of
he specimens used in their respective studies.3,11–15 To our
nowledge, no currently available automatic segmentation
lgorithm has been shown to be successful at segmenting
umbar vertebrae with submillimeter accuracy. These algo-
ithms are subject to variability in the definition of initial
onditions and may converge to local minima in some
ases.7 Given that articular cartilage on the facet may be
pproximately 1.0 mm at its thickest point, these techniques
o not appear to be sufficiently accurate for such purposes.4

Furthermore, as described earlier, many presentations of
these automatic algorithms rely on manual segmentation as
a standard of accuracy. Because the rate of segmentation is
of no relevance compared with accuracy in biomechanical
studies of this type, a manual segmentation process was
developed for CT images with the aim to produce models
with submillimeter accuracy and precision.

The focus of this study is to examine the accuracy, as
well as the intrauser and interuser precision, of this tech-
nique on a series of human cadaveric lumbar spines.

Methods

Specimen preparation

Eight cadaveric lumbar spine segments from T12
through the sacrum (4 female and 4 male cadavers; mean
age, 59.6 years; age range, 51–68 years) were cleaned of
muscle, loose connective tissue, and the anterior longitudi-
nal ligament with special care given to preserving the re-
maining intervertebral ligamentous structures. Each speci-
men underwent CT scanning with a slice thickness of 0.6
mm in a 64-slice CT scanner (Somatom; Siemens, Munich,
Germany).

Vertebral segmentation

Commercially available medical image analysis software
(ScanIP; Simpleware, Exeter, England) was used to gener-
ate a 3D model of each vertebra. Each specimen was seg-
mented twice by each of 2 operators (operator A and oper-
ator B). For ease of comprehension, the following scheme
will be used throughout the remainder of this article: seg-
mentation sessions will be abbreviated with operator name
(A or B) followed by session number (1 or 2); for example,
the second segmentation session by operator B will be
abbreviated B2. To ensure that each segmentation session

was independent of bias related to memory, the first and
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second segmentations of each specimen by each operator
were separated temporally by at least 1 week. The strategy
of this segmentation process was to isolate the cortical bone
of each vertebra and use this outline to develop a closed
model of the vertebral body surface.

The 2 operators had different levels of experience using
the image analysis software. Operator A had completed
more than 20 segmentations of the lumbar spine before the
study. Operator B had been trained in using the segmenta-
tion software before the study but had not otherwise seg-
mented any spines.

During importation of the CT data into the segmentation
software, a custom window width and level were interac-
tively applied to maximize contrast between bone and soft
tissue. Before segmentation of the CT volumetric data, a
curvature anisotropic diffusion noise filter was applied to
the image background.

Masks are defined as a delineation of voxels that define
the shape of an anatomic component, such as a lumbar
vertebra. A mask was created to contain an operator-spec-
ified threshold, defined as voxels contained between an
upper and lower boundary of grayscale units. This threshold
was interactively applied by the operator with the intent to
maximize bone included in the mask, minimize the soft
tissue, and create well-defined borders at the facet joints.

Definition of individual vertebrae from the initial thresh-
olding mask was achieved based on mask connectivity.
However, the thresholding mask often contains areas of
connectivity, or “bridges,” between adjacent vertebrae in
instances where no bony connectivity exists. These bridges
are most commonly found at the facet joints where bone
from adjacent vertebrae is in proximity and can be attributed
to image blur.14 Bridges were removed when the masked
rea did not correspond to bone per the judgment of the
perator. None of the spines used in this study exhibited
usion at the facet joints.

Because models of the vertebral surface were desired, the
nterior of each mask defined by thresholding was filled by
se of a combination of morphologic closing filters and
lling operations based on mask boundaries. Manual defi-
ition and/or deletion of portions of masks was needed in
nstances where bone near the periphery of the vertebrae
as not appropriately included in the initial threshold pro-

ess. Finally, all masks were visually evaluated to verify
hat the definition of the masks corresponded with the
oundary of the vertebrae in the CT image space.

A smoothing recursive Gaussian filter was applied to
ach mask. During exportation, each model was decimated
o a maximum of 70,000 triangular surface patches per part
o reduce file size and computation time in subsequent
rocessing while maintaining sufficient resolution of the
urface model. Because the models were limited to a max-
mum number of surface patches, the resolution was a func-
ion of the size of each vertebra. The average distance per
ide of each triangular surface patch across all vertebral

evels was 0.70 mm. The minimum and maximum average c
istances for all vertebral levels were 0.66 mm (L1 level)
nd 0.72 mm (L5 level), respectively. For an L3 vertebra
epresentative of the population, the average distance per
ide of each triangular surface patch in a non-decimated
odel was 0.38 mm. Figure 1 shows the models produced

rom the segmentation of a full lumbar spine.

recision of vertebral models

The precision of the segmentation process was deter-
ined by registering vertebral models from 1 segmentation

ession with the corresponding vertebral models from an-
ther segmentation session and then determining the dis-
ances from each point on 1 model to the nearest point on
he other model. Although all segmentation sessions per
pecimen were completed using the same initial CT image,
ifferences in cropping the image necessitated a transla-
ional registration process that was produced by the iterative

Fig. 1. Three-dimensional lumbar vertebrae models.
losest point algorithm. Distance calculations were also
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determined with custom-written MATLAB software (Math-
Works, Natick, Massachusetts). Figures showing the mod-
els before and after registration, as well as color distance
maps, were produced to visually verify that the process was
successful. Figure 2A and B show coupled segmentation
sessions before and after registration. Intra-user precision
was determined by comparing segmentation session A1
with session A2 and session B1 with session B2. Interuser
precision was determined by comparing segmentation ses-
sions A1 and B1.

Accuracy of vertebral models

To determine the accuracy of the segmentation tech-
nique, 5 vertebrae (L1 in 1, L2 in 2, and L3 in 2) from 2
lumbar segments that were used in the precision portion of
this study were selected at random. The specimens were
disarticulated from adjacent vertebrae, were completely re-
moved of soft tissue, underwent CT scanning, and were then
segmented an additional time. The soft tissue was removed
as follows: After disarticulation, a portion of the soft tissue
was manually and conservatively removed (to avoid dam-
age to the bone) with common surgical tools. A maceration
technique was then used. To loosen ligamentous tissue, the
vertebrae were macerated in water that was kept at room
temperature between 2 and 14 days. The vertebrae were
then individually “simmered” in a solution of water with 2
tablespoons of sodium borate (20 Mule Team Borax; Dial,
Scottsdale, Arizona) per 1.5 L followed by manual tissue

Fig. 2. (A) Unregistered segmentation point cloud models in red and blu
vertebrae and devoid of all soft tissue. (D) Three-dimensional surface-ren
cloud model of D registered with the corresponding operator A1 model.
removal. The total time each vertebra spent at simmering
water temperature was approximately 2 hours. Both the
endplates and articular cartilage were removed during this
process. Finally, the vertebrae were subjected to another
round of maceration at room temperature for between 2 and
7 days before CT scanning.

These steps were taken to produce 3D models that are
less susceptible to segmentation error, particularly with re-
gard to the facets. The lack of soft tissue and instrumenta-
tion allowed for the outer borders of the vertebrae to be
easily identifiable without the use of judgment on the part of
the operator. Facet surfaces are susceptible to error stem-
ming from operator subjectivity. The methods used to deter-
mine segmentation accuracy alleviate this problem through
disarticulation of the vertebrae. Thus the goal of this procedure
was to determine the error associated with the segmentation
process itself by removing those elements associated with user
judgment.

This fifth “accuracy” segmentation was produced by
operator A and compared with segmentation sessions A1
and B1 to determine segmentation accuracy. Because of
the difference in orientation between the first and second
CT scans of these vertebrae, it was necessary to apply a
rigid body registration transformation to superimpose
associated models. Models were registered by use of a
freely available iterative closest point algorithm, written
by Per Bergström, as part of custom-written MATLAB
software. Figure 2C shows a vertebra that has undergone
the tissue removal, Fig. 2D shows a 3D model produced

Two models after registration. (C) Vertebra disarticulated from adjacent
odel produced from the CT scan of the vertebra depicted in C. (E) Point
e. (B)
dered m
by segmentation of the CT image, and Fig. 2E shows the
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accuracy model registered with the corresponding A1
segmentation model.

Results

For each coupled session compared (ie, A1 and A2 for
intrauser precision), 2 sets of distance calculations were
made. For example, distances were calculated from the A1
model to the A2 model and from the A2 model to the A1
model. This was performed to ensure that a distance for
each point in both models was included in the analysis. The
results for each subsection presented later are shown with
the distance calculation that yielded the maximum root-
mean-square (RMS) between corresponding sets of points.

All accounts of vertebral accuracy coupled comparisons
had submillimeter RMS values (range, 0.36–0.39 mm). The
95th percentile values were submillimeter values in all in-
stances (range, 0.64–0.75 mm), whereas the 99th percentile
values were near 1 mm (range, 1.10–1.22 mm). Compre-
hensive results are presented in Table 1 and compared with
recision in Fig. 3.

All accounts of vertebral precision coupled comparisons
ad submillimeter RMS values (range, 0.32–0.35 mm) with
he interuser precision RMS value being the largest. The
9th percentile values were also submillimeter values in all

Table 1
Accuracy analysis

Accuracy

Operator A Operator B

MS (mm) 0.39 0.36
ean (mm) 0.37 0.35

D (mm) 0.22 0.20
5th percentile (mm) 0.75 0.64
9th percentile (mm) 1.22 1.10

Fig. 3. The diagonal-lined bars show the maximum RMS values for the
precision comparisons of the vertebral models, and the solid bars show the
maximum RMS values for the accuracy comparisons of the vertebral
pmodels.
instances (range, 0.78–0.96 mm). Comprehensive results
are presented in Table 2.

Discussion

3D solid modeling, using segmentation techniques sim-
ilar to those described in this article, has become an impor-
tant tool for biomechanical research as shown in the litera-
ture.1-3,15-20 Applying kinematic data to solid models allows
or the investigation of biomechanics and joint interaction in

noninvasive manner. As Cripton et al21 outlined in an
examination of the cervical spine, this technique allows
researchers to visualize and interpret skeletal motion with-
out obstruction from nonessential anatomic components.
Furthermore, Cook and Cheng1 used distance mapping be-
ween interacting facet surfaces that relied on the use of 3D
olid models of the spine. Although the utility of 3D models
s apparent, the validity of the results garnered from model-
ased kinematic studies is dependent in part on the quality
f the models produced, which is the focus of this study.

The precision and accuracy of manual segmentation to
reate models of the lumbar spine have not been previously
haracterized. This information, in conjunction with error
ssociated with kinematic tracking, is necessary for the
nalysis of data collected from model-based kinematic stud-
es that use manual segmentation techniques. The accuracy
f commercially available optoelectric tracking systems has
een well characterized, and in many applications, it is on
he submillimeter scale.22,23 It is desirable then to achieve
egmentation accuracy of approximately the same magni-
ude. Moreover, a priori knowledge of errors that are inher-
nt to certain techniques equips researchers with necessary
nformation for study design.

In terms of the precision of the segmented models, the
ntrauser comparisons yielded smaller RMS values than the
nteruser precision. This result was expected because man-
al corrections were made at the discretion of the operator
nd thus the resulting 3D models are dependent on the
ifferences in judgment and manual segmentation tech-
iques between operators. The low RMS values (range,
.32–0.35 mm) for all precision sessions indicate that the
se of manual segmentation is robust enough to allow for
ighly precise segmentation sessions between operators,
egardless of experience, given that each operator has been

Table 2
Precision analysis

Intrauser precision Interuser precision:
operators A1 and
B1Operator A Operator B

MS (mm) 0.32 0.33 0.35
ean (mm) 0.31 0.32 0.34

D (mm) 0.16 0.18 0.21
5th percentile (mm) 0.56 0.58 0.65
9th percentile (mm) 0.78 0.88 0.96
roperly trained using image analysis software. The accu-



t
p
u
h
A
m
o
p
p
c
n
a
t
u

i
s
fl
R
h
s
m

R

172 D.J. Cook et al. / International Journal of Spine Surgery 6 (2012) 167–173
racy results for the full vertebrae are similarly promising
because the RMS values ranged from 0.36 to 0.39 mm. The
accuracy segmentation sessions were a quality standard of
accuracy because they incorporated the same imaging pro-
cedures as the precision models but did not contain soft
tissue, instrumentation, or adjacent vertebrae and thus elim-
inated those components as potential sources of error. Most

Fig. 4. (A) Distance map from blue model to red model. (B) Registered
point cloud models of 2 coupled sessions. (C) Distance map from red
model to blue model. For the distance maps, the bar on the right shows how

the colors correspond to distances.
importantly, the lack of adjacent vertebrae eliminated oper-
ator judgment at the facet joints.

The technique presented for determining precision be-
tween 2 corresponding solid models encompasses variabil-
ity across the entire model surface by investigating the
distribution of distances between neighboring points on
each surface after rigid body registration. To our knowl-
edge, this is the first presentation of such a thorough tech-
nique in evaluating spinal segmentation. As a result, it
should form the basis of future investigations in this area.

The importance of calculating distances for each set of
points defining their respective models is illustrated in Fig.
4. Figure 4B shows registered point sets, with one depicted
in red and the other in blue. It should be noted that part of
the blue model exceeds the limits of the red model. Figure
4A shows a color map of the distances calculated from the
blue model to the red model, and Fig. 4C shows a color map
of the distances calculated from the red model to the blue
model. The visible difference in the color maps indicates
that results biased toward greater precision may be garnered
if distances between both point sets are not included in
analysis.

A limitation of this study is the use of maceration to
remove soft tissue from the vertebrae used for the accu-
racy analysis. Liquid-based tissue removal techniques
have been shown to alter skull shape and dimensions in
rodents.24 The amount of time that each vertebra used in
he accuracy portion of the study spent in water for the
urpose of maceration varied considerably. However, the
se of the maceration techniques outlined in this article
as not been characterized for human lumbar vertebrae.

further limitation is that each solid model was deci-
ated before analysis. This process reduced surface res-

lution but was necessary to constrain file size and com-
utation requirements. With an increase in computational
ower, analysis using non-decimated models should be
onsidered. Finally, this study assumes that the CT scan-
er used had been properly calibrated and produced im-
ges that were true to the actual dimensions of the ver-
ebrae for both the scans used for precision and those
sed for accuracy.

In conclusion, this study has shown that the reproduc-
bility of lumbar vertebral models generated using manual
egmentation is high and that these models accurately re-
ect the shape of the vertebra as indicated by submillimeter
MS accuracy values. The magnitude of the error presented
ere should inform the design and interpretation of future
tudies using manual segmentation techniques to derive
odels of the lumbar spine.
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