
1Scientific REPOrTS |  (2018) 8:1544  | DOI:10.1038/s41598-018-19959-x

www.nature.com/scientificreports

Two types of weight-dependent 
walks with a trap in weighted scale-
free treelike networks
Meifeng Dai1, Yue Zong1, Jiaojiao He1, Xiaoqian Wang1, Yu Sun1 & Weiyi Su2

In this paper, we present the weighted scale-free treelike networks controlled by the weight factor 
r and the parameter m. Based on the network structure, we study two types of weight-dependent 
walks with a highest-degree trap. One is standard weight-dependent walk, while the other is mixed 
weight-dependent walk including both nearest-neighbor and next-nearest-neighbor jumps. Although 
some properties have been revealed in weighted networks, studies on mixed weight-dependent walks 
are still less and remain a challenge. For the weighted scale-free treelike network, we derive exact 
solutions of the average trapping time (ATT) measuring the efficiency of the trapping process. The 
obtained results show that ATT is related to weight factor r, parameter m and spectral dimension of 
the weighted network. We find that in different range of the weight factor r, the leading term of ATT 
grows differently, i.e., superlinearly, linearly and sublinearly with the network size. Furthermore, the 
obtained results show that changing the walking rule has no effect on the leading scaling of the trapping 
efficiency. All results in this paper can help us get deeper understanding about the effect of link weight, 
network structure and the walking rule on the properties and functions of complex networks.

The past decade has witnessed a great deal of activity devoted to complex networks by the scientific community, 
since a number of real-life systems in nature and society can be described by complex networks.

In recent years, an important discovery of the research on complex networks is that there are scale-free net-
works with degree distribution satisfying power-law distribution γ−~P k k( ) , where P(k) is the probability of k for 
any node. In the scale-free networks, very few nodes have a large number of connections (usually called hubs), 
and most nodes have small degrees, thus, the degree distribution of scale-free network is heterogeneous. Many 
real networks have attracted much attention, because these networks display a scale-free feature, such as the pro-
tein interaction network of yeast, computer network and so on. More specifically, (1) protein interaction network 
of yeast1: most proteins interact with few partners, but a small significant part of proteins, namely hubs, interact 
with many partners. (2) computer network2,3: a computer network consists of interconnected computers and 
devices. In computer networks, networked computing devices exchange data through a data link. The connec-
tions between nodes are established through wired media or wireless media. Information can be transferred from 
one device to another. For example, an office filled with computers can share files together on each individual 
device. Computer networks can range from a local network area to a wide regional network. To study these real 
networks, we next develop a mathematical framework and construct the weighted scale-free treelike networks in 
this paper. However, the real life networks do not have the ideal structure. Real life networks are more random 
than ideal mathematical model. It should be mentioned that we only studied the trapping problem in a theoretical 
model of weighted scale-free treelike networks, whether the conclusion also holds for random networks, which 
needs further investigations in their future research.

Especially, in existing studies of complex networks, an important issue is to uncover the influence of top-
ological characteristics on the dynamical processes occurring on networks4. Among various dynamical pro-
cesses, diffusion is one of the fundamental dynamical process, since they can simulate or express many other 
physical processes5–7. In general, there are three kinds of walks: random walk, weight-dependent walk and 
strength-dependent walk. Recently, in order to discover what topological characteristics of network have impor-
tant effect on diffusion, a lot of work focus on the average trapping time (ATT) which is used to characterize the 
efficiency of diffusion in different networks8–10.
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So far, studies mainly focus on finding out the impact of some structural properties on random walks or 
weight-dependent walks11–13. In the walking process, in addition on the network structure, the walking rule itself 
also has an impact on the efficiency of walking. So, in many applications, optimizing the step length and prefer-
ence of the walker can make the walking efficiency more efficient6,14,15. In addition, it is well known that many real 
networks are intrinsically weighted, and the weighted network can give more detailed description of interaction 
between agents of corresponding systems. Some studies have shown that the weights of network can affect the 
network dynamics10,16,17.

Moreover, most existent works focus on nearest-neighbor weight-dependent walks, neglecting the role of 
non-nearest-neighbor hopping (mixed weight-dependent walks), which has been involved in some physical pro-
cesses, such as exciton migration in crystals18 and the surface diffusion of adatoms19. And non-nearest-neighbor 
hopping has been used to investigate and improve the traffic system via complex network20. Nevertheless, in 
contrast to nearest-neighbor weight-dependent walks, there are few theoretical studies on the influence of 
mixed weight-dependent walks on the network, especially on the trapping problem. The analytical results of 
ATT for weighted networks on mixed weight-dependent walks have been far less reported. In particular, exhaus-
tive analytical research about diffusion including walking rule on weighted networks is still missing. Thus, it is 
quite important and significant to further explore how weight distribution and walking rule affect diffusion on 
weighted networks.

The organization of this paper is as follows. In Section 2, we introduce the weighted scale-free treelike net-
works and weight-dependent walks with a trap, then we calculate the ATT for two types of weight-dependent 
walks, standard weight-dependent walks and mixed weight-dependent walks, respectively. In Section 3, we 
draw the conclusion about the the effect of link weight, network structure and the walking rule on the weighted 
scale-free treelike networks. In the last section we give methods.

Results
Construction and properties of weighted scale-free treelike networks.  This section aims at con-
structing the weighted scale-free treelike networks, which are the deterministic networks.

In the real world, stochastic model is more appropriate characteristic of most networks, but it is difficult to 
comprehend the network mechanisms of interaction and connection among different nodes. Deterministic net-
works are constructed in a deterministic manner that reflecting the real system characteristics.

Intuited by scale-free binary networks21 and weighted tree networks22, the weighted scale-free treelike net-
works, denoted by Fn (n ≥ 0), are built iteratively.

Let r (0 < r ≤ 1) be a positive real number, and m (m ≥ 1) be a positive integer.

	(1)	 At n = 0, let F0 be a base graph with two nodes connected by an edge with unitary weight.
	(2)	 For n ≥ 1, Fn is obtained from Fn−1 by performing the following operations on every edge in Fn−1.

For each existing edge having two endpoints and edge weight w in Fn−1, one can substitute a connected 
cluster on the right-hand side of arrow in Fig. 1 for each edge in Fn−1 on the left-hand side of arrow in 
Fig. 1, as described below.

	 (i)	 Use a path of 2 links long to replace each edge of Fn−1, the two endpoints of the path is the same end-
points of the original edge, and the new node having an initial degree 2 is placed in the middle of path 
(This new node is called an internal node generated at n).

	 (ii)	 Then, attach m new nodes with an initial degree 1 to each endpoint of the path, respectively. (The new 
2m nodes are called external nodes generated at n).

	 (iii)	 Every edge weight in Fn are scaled as shown in Fig. 1: The weight of two new edges connected the 
endpoint and the internal node in Fn are equal to the weight of the original edge in Fn−1. The new 2m 
edges connected the endpoint and the external node are scaled by a weight factor r. Here r is called the 
weight factor.

Figure 1.  Iterative construction method on every edge for the weighted scale-free treelike networks for three 
special cases of m = 1, m = 2, and m = 3, where each blue node represents a new external node, while each red 
node stands for a new internal node.
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In Fig. 2, we schematically illustrate the process of the first three iterations for networks Fn when m = 2.
According to the structures of the weighted scale-free treelike networks, one can see that Fn, is characterized 

by three parameters n, m and r. At each generation ni (ni ≥ 1), the number of newly introduced nodes is 
= + + −N m m(2 1)(2 2)n

n 1
i

i , where + −m(2 2)n 1i  nodes are internal nodes and the remaining + −m m2 (2 2)n 1i  
nodes are external nodes at generation ni. The total number of nodes in Fn is = ∑ = + +=N N m(2 2) 1n n

n
n

n
0i i

. 
Let ki(n) be the degree of node i, which was generated at generation ni in Fn, (ni ≥ 0), then = + −k n m( ) 2( 1)i

n ni 
if i is an internal node, and = + −k n m( ) ( 1)i

n ni if i is an external node. Thus, the degree of node i increases from 
ki(n) to (m + 1)ki(n). Let si(n) represent the strength of node i, then the strength of node i increases from si(n) to 
(mr + 1)si(n). The networks under consideration display the significant topological features as observed in various 
real systems. They are scale free with degree distribution γ−~P k k( ) , where γ = 1 + ln(2m + 2)/ln(m + 1)23. We 
have that the fractal dimension of the weighted scale-free treelike networks is = +

−
df

m
r

log(2 2)
log

, 0 < r < 1. Moreover, 

the random-walk dimension of the weighted scale-free treelike networks is = +
−

dw
mr

r
log(4 4)

log
 (see Eq. (27)), and 

their spectral dimension

= =
+
+

.d d d m
mr

2 / 2 log(2 2)
log(4 4) (1)s f w

The concept of weight-dependent walks with a trap.  The peculiar architecture of the weighted 
scale-free treelike networks makes it worthwhile to study dynamical processes performing on them. In this sec-
tion we consider two types of weight-dependent walks on weighted scale-free treelike networks Fn with a single 
trap fixed at one of its two initial nodes (for example, Node 1, see Fig. 2).

For convenience of description, let us denote by 1, 2 the two initial nodes in Fn, and by 3, 4, …, Nn − 2 all other 
nodes except for the two initial nodes. Let Tij(n) represent the mean first-passage time (MFPT) from node i to j 
in Fn, which is the expected time taken by a walker starting from i to first arrive at j. The highly desirable quantity 
related to the trapping problem is the average trapping time (ATT). Trapping time (TT) is defined as the expected 
time spent by a walker starting from a source node to first reach the trap node. Thus, the ATT is the average of 
trapping time over all non-trap starting nodes. Let Ti(n) represent the TT for a walker starting from node i to first 
reach the trap node in Fn. Then, the ATT, denoted by 〈T〉n, is the mean of Ti(n) over all starting nodes other than 
the trap in Fn

24, which is given by

∑〈 〉 =
−

.
=

T
N

T n1
1

( )
(2)n

n i

N

i
2

n

Below we will introduce two types of weight-dependent walks, standard weight-dependent walk and mixed 
weight-dependent walk, performed on weighted scale-free treelike networks Fn and study the ATT for two types 
of weight-dependent walks, respectively.

Figure 2.  Iterative construction method for the weighted scale-free treelike networks Fn(m = 2) from n = 0 to 
n = 2, where blue nodes are generated at n = 1, black nodes are generated at n = 2.
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Leading scalings of ATT for standard weight-dependent walks on weighted scale-free treelike 
networks.  The standard weight-dependent walk is a classical weight-dependent walk. In the process of stand-
ard weight-dependent walks, at each time step, the walker jumps from its current location i to one of its direct 
neighbors j with the transition probability =→P n( ) ,i j

w

s n( )
ij

i
 where wij is the weight of edge linking node i and node 

j, si(n) is the strength of node i. According to the construction algorithm of Fn, we first derive a useful relation 
governing the evolution for Ti(n) at generation n.

For an arbitrary node i in Fn−1, after one generation, the degree of node i increases from ki(n − 1) to 
(m + 1)ki(n − 1), the strength of node i increases from si(n − 1) to (mr + 1)si(n − 1). In addition, (m + 1)ki(n − 1) 
neighbors of node i are new nodes created at generation n. Thereinto, mki(n − 1) new nodes are external nodes, 
the rest ki(n − 1) neighbors are internal nodes at generation n. We can prove that (see Methods)

= + −T n mr T n( ) (4 4) ( 1), (3)i i

which is a basic feature of the standard weight-dependent walks on Fn and helpful for the following derivation of 
the exact solutions of the average trapping time (ATT).

In order to obtain the 〈T〉n, from Eq. (2), we need to calculate the sum of Ti(n) for all nodes in Fn, denoted by 
Tn total

n
, , and Eq. (2) can be written as

〈 〉 =
−

.T
N

T1
1 (4)n

n
n total
n
,

Thus, in order to obtain the average trapping time in Fn, the problem of determining 〈T〉n is evolved into calculat-
ing Tn total

n
, .

For convenience of description, the node set denoted by Ωn of Fn is written as the union of three disjoint sub-
sets ∪ ∪Ω = Ω Ω Ω−n n n n1 ext int

. Ωn−1 is the set of nodes existed at generation n − 1, Ωnext
 is the set of external new 

nodes generated at n, the rest Ωnint
 is the set of internal new nodes generated at n. Let ∪Ω = Ω Ωn n next int

, then 
∪Ω = Ω Ω−n n n1 . Notice that Ω = + −m m2 (2 2)n

n 1
ext

 and Ω = + −m(2 2)n
n 1

int
.

Next, we define four intermediate variables for 1 ≤ m ≤ n:

∑ ∑

∑ ∑
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We have
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n

n total
n

n int
n

n ext
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, 1, ,

1, , ,

On the one hand, using the relation Ti(n) = (4mr + 4)Ti(n − 1), Eq. (6) can be written as

= + + + .−
−T mr T T T(4 4) (7)n total

n
n total
n

n int
n

n ext
n

, 1,
1

, ,

On the other hand, to find Tn total
n
, , we need to calculate the two quantities Tn ext

n
,  and Tn int

n
, .

By construction, we can prove that (see Methods)

= .T mT2 (8)n ext
n

n int
n

, ,

Then, from Eqs (7) and (8), we can get

= + +
+

.−
−T mr T m

m
T(4 4) 2 1

2 (9)n total
n

n total
n

n ext
n

, 1,
1

,

Thus, the problem of determining Tn total
n
,  is evolved into calculating Tn ext

n
, .

After some discussion and simplification, then we can get the recursion formula of Tn ext
n
,  here we just give a 

result and put off the proof and details in Methods. In Methods, we derive that Tn ext
n
,  obeys the following recursive 

relation:

= + + − + + .+
+T mr m T m mr m8( 1)( 1) 2 (2 1)(2 2) (10)n ext

n
n ext
n n

1,
1

,

Considering the initial condition = +T m r m4 6ext1,
1 2 , Eq. (10) is solved by induction to obtain

=
+

+ +
+ +

+
+ +

× + + .T m mr
m mr

m m mr
m mr

mr m(2 1)
( 1)(4 3)

(2 2) 2 ( 1)
( 1)(4 3)

8 ( 1) ( 1)
(11)n ext

n n n n n
,

Thus, substituting Eq. (11) into Eq. (9) yields, we have
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Thus, from Eqs (1), (4) and (12), in Methods, we can prove that for very large network,
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+
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m
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1  is equal to the 

d
2

s
 (ds is the spectral dimension).

We find that if r = 1,

〈 〉 +
+~T N( ) , (14)n n

ln
ln m

1 2
(2 2)

which coincides with the 〈T〉n in ref.25.

Leading scalings of ATT for mixed weight-dependent walks on weighted scale-free treelike net-
works.  The mixed weight-dependent walk is a specific and selective weight-dependent walk. In the process 
of mixed weight-dependent walks, in a time step, the walker is not only allowed to walk to its nearest neighbor 
nodes, but also can walk directly to its next-nearest neighbor with a certain probability. We define the rule of 
mixed weight-dependent walks in Fn as follows:

	(1)	 If the current location of the walker is an old node created before generation n, the walker can jump to 
nearest neighbor nodes with probabilities θ, and next-nearest neighbor nodes with probabilities 1 − θ 
(0 ≤ θ ≤ 1). The walker jumps to one of nearest neighbor nodes (next-nearest neighbor nodes) with the 
standard weight-dependent walks.

	(2)	 If the current location of the walker is a new node created at generation n, then the walker can only jump to 
one of the nearest neighbor nodes with the standard weight-dependent walks21.

For mixed weight-dependent walks in Fn, the walker jumps from node i to node j with the transition proba-
bility Pi → j(n) as follows.

θ

θ
=


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(1 ) ( 1)
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, if , ,
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(15)

i j

ij

i
n n

ij

i
n n

ij

i
n n

1

1 1

when θ = 1, the mixed weight-dependent walk becomes the standard weight-dependent walk in Fn.
Next, we will study the mixed weight-dependent walks in Fn with a trap located at one of its two initial nodes 

(for example, Node 1, see Fig. 2), and calculate the average trapping time (ATT) for the mixed weight-dependent 
walks. For the convenience of computation, we continue to use the variables defined for the standard 
weight-dependent walks to express the corresponding meaning in this section, in other words, we use the sym-
bols Mi(n), Mn total

n
, , Mn total

n
, , and 〈M〉n to represent Ti(n), Tn total

n
, , Tn total

n
, , and 〈T〉n obtained for the standard 

weight-dependent walks in Fn, respectively. Below we will have a useful scaling relation between and Ti(n + 1) and 
Mi(n) (Proof in Method).

θ
θ θ

+ =
+ +

+ − −
T n mr

mr mr
M n( 1) 2( 1)( 1)

2 2 2
( ),

(16)i i

which is a useful relation for the following derivation of the exact solution to ATT 〈T〉n for the mixed 
weight-dependent walks. For θ = 1, Eq. (16) becomes Mi(n + 1) = (4mr + 4)Mi(n), which is consistent with the 
result obtained for the standard weight-dependent walks.

From Eq. (4), we can know, in order to determine 〈T〉n, we can obtain the Tn total
n
,  that obeys the following 

relation.
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Then, we focus on the quantity Tn total
n
,  to obtain the Tn total

n
, .

By construction, we can prove that (see Methods)
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When θ = 1, Eq. (18) can be written as
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Combining Eqs (18) and (19), we can get
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According to |Ω | = + + −m m(2 1)(2 2)n
n 1, Eq. (20) can be simplified as
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In addition, we have
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Plugging Eqs (21) and (22) into Eq. (17), we can have
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Using Eq. (4) and Nn = (2m + 2)n + 1, we can get the accurate formula for the ATT 〈T〉n.
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Then, we can get the ATT for the mixed weight-dependent walks for very large netwgrk (details in Method),
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Discussion
Therefore, the leading scaling of the ATT for standard weight-dependent walks and mixed weight-dependent 
walks on network Fn have the same law as follow:

When = >−r 0m
m

1
2

, the average trapping time ATT grows linear with the network size Nn. When ≠ −r m
m

1
2

 

and 0 < r ≤ 1, ATT grows as a power-law function of network size Nn, with the exponent +
+

+
+1
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m

2 2
1 , which 

depends on parameters m and r. If the parameter m is constant, and r grows from 0 to 1, the exponent is increas-

ing. Thereinto, when < < −r0 m
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1  is smaller than 1. In the limit of the large network, 

the ATT grows sublinearly with the network size. When < ≤− r 1m
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, the exponent +
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1  is greater than 

1. In the limit of the large network, the ATT grows superlinearly with the network size. Thus, the smaller value of 
r, the more efficient the trapping process is. Therefore, the transportation efficiency could be controlled by adjust-
ing the weight factor r in weighted scale-free treelike networks Fn, and the weight factor r has an important effect 
on the average trapping time of weighted networks Fn.

Moreover, the exponent +
+

+
+1

ln

ln m(2 2)

mr
m

2 2
1  is equal to the 

d
2

s
, which is related to the spectral dimension of the 

weighted scale-free treelike networks for the standard weight-dependent walks. However, the exponent is inde-
pendent of parameter θ, so, the parameter θ has a negligible effect on the leading scaling of ATT. The heterogene-
ity of weight distribution and the change of weight factor r can affect the communication efficiency of the 
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network. So, our study is meaningful, our model has advantage over the binary model and provides a useful tool 
in characterizing real complex systems.

Methods
Proof of the recursive relation between Ti(n − 1) and Ti(n) for standard weight-dependent 
walks.  For an arbitrary node i in Fn−1, let X be the MFPT starting from the node i to any of its ki(n − 1) old 
neighbors, which are directly connected to node i at generation n − 1. Let Y be the MFPT from any of ki(n − 1) 
internal new neighbors of node i to one of its ki(n − 1) old neighbors. Let Z be the MFPT from any of mki(n − 1) 
external new neighbors of node i to one of its ki(n − 1) old neighbors. We can establish the following relations 
among X, Y, Z.











=
+

+ +
+

+

= + +

= + .

X mr
mr

Z
mr

Y

Y X

Z X

1
(1 ) 1

1
(1 ),

1
2

1
2

(1 ),

1 (26)

Solving Eq. (26), we can get X = 4mr + 4. Therefore, when the network grows from generation n − 1 to n, the 
MFPT between any pair of nodes i and j in Fn−1 increases by a factor of X = 4mr + 4. Thus, we have

= + − .T n mr T n( ) (4 4) ( 1) (27)i i

Proof of relation between ,Tn ext
n  and T int

n
n,  for standard weight-dependent walks.  By construc-

tion of weighted scale-free treelike networks, we know that at given generation n − 1, each edge connecting two 
nodes L and R will generate 2m + 1 new nodes in the next generation (see Fig. 3): one internal node M generated 
at n connects node L and node R, m external nodes L1, …, Lm generated at n connect to node L, m external nodes 
R1, …, Rm generated at n connect to node R. We can establish the following relations among TL(n), TR(n), TM(n), 
T n( )Li

, T n( )Ri
 (i = 1, …, m).











= +

= +

= + + + .

T n T n
T n T n

T n T n T n

( ) 1 ( ),
( ) 1 ( ),

( ) 1
2

(1 ( )) 1
2

(1 ( ))
(28)

L L

R R

M L R

i

i

Solving Eq. (28), we can get

∑ + = .
=

T n T n mT n[ ( ) ( )] 2 ( )
(29)i

m

L R M
1

i i

Summing Eq. (29) over all the edges pre-existing in Fn, we find that,

= .T mT2 (30)n ext
n

n int
n

, ,

Derivation for the recursive relation between Tn,ext
n  and Tn 1,ext

1n
+
+  for standard weight-dependent 

walks.  Consider an arbitrary external node iext in Fn, which was added at generation n and linked to an old 
node i, we have

= + .T n T n( ) 1 ( ) (31)i iext

Since a walker starting from iext will for certain reach i after one jump. Note that Eq. (31) holds for any node 
pair consisting of an old node and one of its new external adjacent nodes.

Figure 3.  Illustration showing the relation of the trapping times for new nodes and old nodes connected by an 
edge generating the new nodes.
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Notice that

∪ ∪ ∪ ∪ ∪ ∪ ∪Ω = Ω Ω Ω Ω Ω Ω Ω− − ( ) ( )( ) , (32)n n n n n1 1 1 1 0ext int ext int ext int

and

=











+ ∈ Ω

+ ∈ Ω

+ ∈ Ω .

−

−

k n

m i
m i

m i
( )

( 1) , if ,
( 1) , if ,

2( 1) , if (33)

i

n

n t
t

n t
t

0

ext

int

From Eqs (30), (31), (32) and (33), we obtain

∑= Ω + × +

= Ω + + + + +

+ + + +

+ + + + +

= + + + + +

+ + + + + + + + .

+
+

+
∈Ω

+
+ +

−
+

−
+

− + +

+
−
+

+





T mk n T n

m T T m m T T

m m T T
m m T n T n

m m m T m T

m T m m T n T n

[ ( ) ( 1)]

( 2 ) ( 1)( 2 )

( 1) ( 2 )
( 1) ( ( 1) ( 1))

2 (2 2) ( 1) ( 1)

( 1) ( 1) ( ( 1) ( 1)) (34)

n ext
n

n
i

i i

n n ext
n

n int
n

n ext
n

n int
n

n
ext

n
int

n

n

n
n ext
n

n ext
n

n
ext

n n

1,
1

1

1 ,
1

,
1

1,
1

1,
1

1
1,

1
1,

1

1 2

,
1 2

1,
1

1,
1

1 2

ext
n

ext

Similarity, we also can write the formula for Tn ext
n
,  as

= + + + + +

+ + + + + + .

−
− −

− −


T m m m T m T

m T m m T n T n

2 (2 2) ( 1) ( 1)

( 1) ( 1) ( ( ) ( )) (35)

n ext
n n

n ext
n

n ext
n

n
ext

n n
,

1
1,

2
2,

1
1,

1
1 2

Using Ti(n + 1) = (4mr + 4)Ti(n), Eq. (34) can be written as

= + + + + + + +

+ + + + + + + + .
+
+

−



T m m mr m T mr m T

mr m T m mr m T n T n

2 (2 2) (4 4)( 1) (4 4)( 1)

(4 4)( 1) (4 4)( 1) ( ( ) ( )) (36)

n ext
n n

n ext
n

n ext
n

n
ext

n n
1,
1

,
2

1,

1, 1 2

From Eqs (35) and (34), we can get

= + + − + + .+
+T mr m T m mr m8( 1)( 1) 2 (2 1)(2 2) (37)n ext

n
n ext
n n

1,
1

,

Proof of leading scalings of ATT for standard weight-dependent walks.  From Eq. (12), use the 
initial value = + + +T m r mr m4 6 6 7total1,

1 2 , and notice that r (0 < r ≤ 1) is a positive real number. We will give 
a classified discussion about the range of the weight factor r to solve Eq. (12) in the following two cases:

Case 1: When r ≠ (m − 1)/(2m) and 0 < r ≤ 1,

=
+
+

× + +

−
+ +

+ + −
× +

+





+ + +
+

−
+ +

+

+
+ + +

+ + + −






× + .

T mr
mr

mr m

mr m
mr rm m

m

m r mr m
mr

mr m
mr

m mr m
mr mr rm m

mr

2( 1)
4 3

8 ( 1) ( 1)

(2 1)(2 1)
2(4 3)(2 1 )

(2 2)

4 6 6 7
4( 1)

4( 1)( 1)
4 3

(2 1)(2 1)( 1)
4( 1)(4 3)(2 1 )

4 ( 1)
(38)

n total
n n n n

n

n n

,

2

Inserting Eq. (38) into Eq. (4) and according to Nn = (2m + 2)n + 1, we can obtain the exact dependence rela-
tion of ATT on the network size Nn and weight factor r for the standard weight-dependent walks as

〈 〉 =
−

=
+

≈
+
+

× − .+
+

+
+

T
N

T
m

T

mr
mr

N

1
1

1
(2 2)

2( 1)
4 3

( 1)
(39)

n
n

n total
n

n n total
n

n

ln
ln m

, ,

1
(2 2)

mr
m

2 2
1

Case 2: When r = (m − 1)/(2m) > 0,
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=
+
+

+ +
+

+

+





+ + +
+

−
+
+




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m
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4 6 5 7
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(40)

n total
n n n

n

,
2

2 2

Inserting Eq. (40) into Eq. (4) and according to Nn = (2m + 2)n + 1, we can obtain the exact dependence rela-
tion of ATT on the network size Nn for the standard weight-dependent walks as

〈 〉 =
−

≈
+
+

− .

T
N

T

m
m

N

1
1
1

2 1
( 1)

(41)

n
n

n total
n

n

,

Thus, from above two cases, we can know that for very large network,

〈 〉











≠
−

< ≤

=
−
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+
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m
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( ) , if 1
2

and 0 1,
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2

0
(42)

n
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ln
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1
(2 2)

mr
m

2 2
1

Proof of relation between Ti(n + 1) and Mi(n) for mixed weight-dependent walks.  Similar to the 
standard weight-dependent walks in Fn, according to the above rule of mixed weight-dependent walks and Eq. 
(15), we can have the following relations about X, Y, and Z for the mixed weight-dependent walks.

θ θ θ










=
+

+ +
+

+ + −

= + +

= + .

X mr
mr

Z
mr

Y

Y X

Z X

1
(1 )

1
(1 ) (1 ),

1
2

1
2

(1 ),

1 (43)

Solving Eq. (43), we can get = θ
θ θ

+ +
+ − −

X mr
mr mr
2( 1)( 1)

2 2 2
. Therefore, when the network grows from generation n to 

n + 1, the MFPT between any pair of nodes i and j in Fn increases by a factor of θ
θ θ

+ +
+ − −

mr
mr mr
2( 1)( 1)

2 2 2
. Thus, we have

θ
θ θ

+ =
+ +

+ − −
.T n mr

mr mr
M n( 1) 2( 1)( 1)

2 2 2
( )

(44)i i

Proof of analytic expression about Tn total
n
,  for mixed weight-dependent walks.  Consider an arbi-

trary external node iext in Fn, which generated at n and linked to an old node i, we have

= + .T n T n( ) 1 ( ) (45)i iext

While for any internal node lint in Fn, which generated at n and connected to a pair old nodes i and j, we obtain

= + + .T n T n T n( ) 1 1
2

( ) 1
2

( ) (46)l i jint

By construction, we can obtain the relation easily in the following.
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Details about leading scalings of ATT for mixed weight-dependent walks.  Since 〈M〉n is the ATT 
for the standard weight-dependent walks, through the Eqs (39) and (41), we can obtain the exact dependence 
relation of ATT on the network size and weight factor r for the mixed weight-dependent walks as follows:

When r ≠ (m − 1)/(2m) and 0 < r ≤ 1,



www.nature.com/scientificreports/

1 0Scientific REPOrTS |  (2018) 8:1544  | DOI:10.1038/s41598-018-19959-x

θ
θ θ

θ
θ θ

〈 〉 ≈
+ +

+ + − −
× −

+
+ + −

+ + − −
.

+
+

+
+

T mr
mr mr mr

N

m mr
m mr mr

( 1)( 1)
(4 3)(2 2 2 )

( 1)

(2 1)(4 3)(1 )
(2 2)(4 4 2 4 ) (48)

n n

ln
ln m

1
(2 2)

mr
m

2 2
1

When r = (m − 1)/(2m) > 0,
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n n

Then, we can know that Eqs (48) and (49) give an accurate ralation of ATT on the network size and weight 
factor r. So, for very large network,

〈 〉











≠
−

< ≤

=
−

> .

+
+

+
+

~T
N r m

m
r

N r m
m

( ) , if 1
2

and 0 1,

, if 1
2

0
(50)

n
n

ln
ln m

n

1
(2 2)

mr
m

2 2
1

References
	 1.	 Han, J. D. J. et al. Evidence for dynamically organized modularity in the yeast protein¨Cprotein interaction network. Nature 430, 

88–93 (2004).
	 2.	 Navaridas, J., Miguel-Alonso, J., Ridruejo, F. J. & Denzel, W. Reducing complexity in tree-like computer interconnection networks. 

Parallel Computing 36, 71–85 (2010).
	 3.	 Lagarde, K. C & Rogers,R. M. Computer network for WWW server data access over internet (1998).
	 4.	 Dorogovtsev, S. N., Goltsev, A. V. & Mendes, J. F. F. Critical phenomena in complex networks. Rev. Mod. Phys. 80, 1275–1335 (2008).
	 5.	 Gallos, L. K., Song, C. M., Havlin, S. & Makse, H. A. Scaling theory of transport in complex biological networks. P. Natl. Acad. Sci. 

104, 7746 (2007).
	 6.	 Bnichou, O., Loverdo, C., Moreau, M. & Voituriez, R. Intermittent search strategies. Rev. Mod. Phys. 83, 81 (2011).
	 7.	 Motes, K. R., Gilchrist, A. & Rohde, P. P. Quantum random walks on congested lattices and the effect of dephasing. Scientific Reports 

6, 19864 (2016).
	 8.	 Li, L., Sun, W. G., Chen, J. & Wang, G. X. Mean First Passage Time of Random Walks on the Generalized Pseudofractal Web. Mod. 

Phys. Lett. B 27, 1350070 (2013).
	 9.	 Sun, Y., Dai, M. F., Sun, Y. Q. & Shao, S. X. Scaling of the Average Receiving Time on a Family of Weighted Hierarchical Networks. 

Fractals 24, 1650038 (2016).
	10.	 Ye, D. D., Dai, M. F., Sun, Y. Q., Shao, S. X. & Xie, Q. Average receiving scaling of the weighted polygon Koch networks with the 

weight-dependent walk. Physica A 458, 1C8 (2016).
	11.	 Dai, M. F., Ye, D. D., Hou, J. & Li, X. Y. Scaling of average weighted receiving time on double-weighted Koch networks. Fractals 23, 

1550011 (2015).
	12.	 Dai, M. F., Li, X. Y. & Xi, L. F. Random walks on non-homogenous weighted Koch networks. Chaos 23, 033106 (2013).
	13.	 Lin, Y. & Zhang, Z. Z. Mean first-passage time for maximal-entropy random walks in complex networks. Scientific Reports 4, 

5365–5365 (2014).
	14.	 Antczak, G. & Ehrlicha, G. Jump processes in surface diffusion. Surface Science Reports 62, 39 (2007).
	15.	 Oshanin, G., Wio, H. S., Lindenberg, K. & Burlatsky, S. F. Intermittent random walks for an optimal search strategy: one-dimensional 

case. J. Phys. 19, 065142 (2007).
	16.	 Dai, M. F., Sun, Y. Q., Sun, Y., Xi, L. F. & Shao, S. X. The entire mean weighted first-passage time on a family of weighted treelike 

networks. Scientific Reports 6, 28733 (2016).
	17.	 Dai, M. F. et al. First-order network coherence and eigentime identity on the weighted cayley networks. Fractals, 1750049 (2017).
	18.	 Soos, Z. G. & Powell, R. C. Generalized Random-Walk Model for Singlet-Exciton Energy Transfer. Phys. Rev. B 6, 4035 (1972).
	19.	 Ehrlich, G. & Stolt, K. Surface Diffusion. Annu. Rev. Phys. Chem 31, 603 (1980).
	20.	 Dai, M. F. & Lu, R. R. A weighted network evlution with traffic flow under preferential attachment. Int. J. Mod. Phys. C23, 1350020 

(2013).
	21.	 Zhang, Z. Z., Dong, Y. Z. & Sheng, Y. B. Mixed random walks with a trap in scale-free networks including nearest-neighbor and 

next-nearest-neighbor jumps. J. Chem. Phys 143, 134101 (2014).
	22.	 Sun, Y. Q., Dai, M. F., Shao, S. X. & Su, W. Y. The entird mean weighted first-passage time in infinite families of weighted tree 

networks. Mod. Phys. Lett. B 31, 1750049 (2017).
	23.	 Rozenfeld, H. D., Havlin, S. & ben-Avraham, D. Fractal and Transfractal Recursive Scale-Free Nets. New J. Phys. 9, 175 (2007).
	24.	 Xing, C., Zhang, Y., Ma, J., Yang, L. & Guo, L. Exact solutions for average trapping time of random walks on weighted scale-free 

networks. Fractals. 25, 1750013 (2017).
	25.	 Zhang, Z. Z., Lin, Y. & Ma, Y. J. Effect of trap position on the efficiency of trapping in treelike scale-free networks. J. Phys. A. 44, 

075102 (2011).

Acknowledgements
The authors express their gratitude to the referee for valuable comments. Research is supported by National 
Natural Science Foundation of China (Nos 11671172, 11501255, 11701228).

Author Contributions
M.F.D., W.Y.S. designed the research. Y.Z. and H.J.J. collected the data. M.F.D. and Y.Z. wrote the manuscript, and 
X.Q.W., Y.S. prepared Figures 1, 2 and 3. All authors discussed the results and reviewed the manuscript.



www.nature.com/scientificreports/

1 1Scientific REPOrTS |  (2018) 8:1544  | DOI:10.1038/s41598-018-19959-x

Additional Information
Competing Interests: The authors declare that they have no competing interests.
Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2018

http://creativecommons.org/licenses/by/4.0/

	Two types of weight-dependent walks with a trap in weighted scale-free treelike networks

	Results

	Construction and properties of weighted scale-free treelike networks. 
	The concept of weight-dependent walks with a trap. 
	Leading scalings of ATT for standard weight-dependent walks on weighted scale-free treelike networks. 
	Leading scalings of ATT for mixed weight-dependent walks on weighted scale-free treelike networks. 

	Discussion

	Methods

	Proof of the recursive relation between Ti(n − 1) and Ti(n) for standard weight-dependent walks. 
	Proof of relation between and for standard weight-dependent walks. 
	Derivation for the recursive relation between and for standard weight-dependent walks. 
	Proof of leading scalings of ATT for standard weight-dependent walks. 
	Proof of relation between Ti(n + 1) and Mi(n) for mixed weight-dependent walks. 
	Proof of analytic expression about for mixed weight-dependent walks. 
	Details about leading scalings of ATT for mixed weight-dependent walks. 

	Acknowledgements

	Figure 1 Iterative construction method on every edge for the weighted scale-free treelike networks for three special cases of m = 1, m = 2, and m = 3, where each blue node represents a new external node, while each red node stands for a new internal node.
	Figure 2 Iterative construction method for the weighted scale-free treelike networks Fn(m = 2) from n = 0 to n = 2, where blue nodes are generated at n = 1, black nodes are generated at n = 2.
	Figure 3 Illustration showing the relation of the trapping times for new nodes and old nodes connected by an edge generating the new nodes.




