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The main bottleneck in training a robust tumor segmentation algorithm for non‑small cell lung 
cancer (NSCLC) on H&E is generating sufficient ground truth annotations. Various approaches for 
generating tumor labels to train a tumor segmentation model was explored. A large dataset of 
low‑cost low‑accuracy panCK‑based annotations was used to pre‑train the model and determine the 
minimum required size of the expensive but highly accurate pathologist annotations dataset. PanCK 
pre‑training was compared to foundation models and various architectures were explored for model 
backbone. Proper study design and sample procurement for training a generalizable model that 
captured variations in NSCLC H&E was studied. H&E imaging was performed on 112 samples (three 
centers, two scanner types, different staining and imaging protocols). Attention U‑Net architecture 
was trained using the large panCK‑based annotations dataset (68 samples, total area 10,326  [mm2]) 
followed by fine‑tuning using a small pathologist annotations dataset (80 samples, total area 246 
 [mm2]). This approach resulted in mean intersection over union (mIoU) of 82% [77 87]. Using panCK 
pretraining provided better performance compared to foundation models and allowed for 70% 
reduction in pathologist annotations with no drop in performance. Study design ensured model 
generalizability over variations on H&E where performance was consistent across centers, scanners, 
and subtypes.

Keywords Non-small cell lung cancer (NSCLC), Tumor segmentation, Convolutional neural network 
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Lung cancer is the leading cause of cancer-related deaths worldwide, with non-small cell lung cancer (NSCLC) 
accounting for approximately 85% of all  cases1,2. Pathologist review of hematoxylin and eosin (H&E) stained 
tissue sections, immuno-histochemistry (IHC), and molecular data are the gold standard for NSCLC diagnosis 
and treatment  planning3. Pathologists rely on spatial information present in H&E images, such as tissue and cell 
morphology, nuclear atypia, and other relevant features, to assess tumors and their  progression4. Such analysis 
is typically performed manually by the pathologists with significant interobserver  variability5.

NSCLC includes three main subtypes: adenocarcinoma (LUAD, 40%) and squamous cell carcinoma (LUSC, 
25%) and large cell carcinoma (LCC, 10–15%)6. According to world health organization (WHO), the principles 
for lung cancer classification is morphology followed by IHC and then molecular techniques, which directly 
impact patient management and treatment  options6–8. NSCLC subtypes have distinct histological and morpholog-
ical characteristics on H&E  images6,7, for instance LUAD typically shows glandular differentiation patterns such 
as lepidic, acinar, and papillary growth  patterns9, while LUSC are often composed of large keratinizing cells with 
intercellular  bridges10. Prognostic importance of nuclear morphology as seen on H&E have been demonstrated 
in several  studies11 where malignant cells often manifest with hyperchromatic nuclei with irregular  shapes12. The 
membranes of these malignant cells also tend to be different in shape, potentially due to altered cell division. In 
addition to morphological features, IHC characteristics also plays a crucial role in classification of NSCLC, where 
LUAD and LUSC can be efficiently separated using thyroid transcription factor 1 (TIF1) and p40  staining13.
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A comprehensive tissue analysis often requires considering H&E and IHC or immuno-fluorescent (IF) images 
together, and tumor segmentation is often an essential first step in such analysis. Tumor can be annotated in 
H&E whole slide images (WSI), however it is not practical for a pathologist to manually annotate multiple WSI. 
Thus, automated tumor segmentation is required for a compartmentalized image analysis that separates tumor 
from surrounding tissues. Such tumor annotation can then be transferred to the IHC or IF image for further 
marker analysis.

Recent advances in deep learning have led to the development of convolutional neural networks (CNNs) that 
can effectively segment tumor regions on histological images of  NSCLC14–20. The main bottleneck in developing 
a robust model is lack of sufficiently large annotated datasets to capture all NSCLC variations on H&E WSI. The 
gold standard is manual pathologist annotation, which can only be generated on a small dataset due to being 
expensive and time-consuming. However, the variability in NSCLC subtypes, as well as staining protocols, scan-
ners, operators, and centers pose challenges for developing generalizable segmentation  models21–23 by increasing 
the size of the required manual annotations. Thus, techniques that reduce the reliance on such manual annota-
tions is desired. Using IHC or IF markers such as Pan Cytokeratin (panCk) to generate a large amount of tumor 
annotations is promising but suffers from non-specificness and technical challenges. The objective of this study 
was to investigate different approaches for generating ground truth annotations and to quantify the impact 
of each approach and their combinations in the final model performance, and in determining the minimum 
amount of required pathologist annotations. Moreover, different pre-training approaches such as using founda-
tion  models24–26 and the impact of different model and backbone  architectures27–30 were investigated. However, 
the main aim of this study was investigating the less studied aspect of training a segmentation model, which is 
tumor annotation generation techniques and determining best practices for such data curation. Here, a hybrid 
model that leveraged a large dataset annotated with panCK, combined with a small dataset annotated manually 
by pathologists was investigated. A comprehensive study of the impacts of study design factors on model accuracy 
and how much reduction in manual annotation is feasible without impacting performance was also performed 
to determine the optimal workflow with minimal manual annotations.

There exist a rich body of work in lung tumor segmentation on H&E. Tokunaga et al.14 proposed a U-Net-
based method with adaptive weighting for different acquisition magnifications for NSCLC segmentation in H&E 
images (on a dataset of 29 WSI), achieving mean intersection over union (mIoU) of 83%, compared to a single 
resolution U-Net at 20x  magnification with mIoU of 77%. Arlova et al.19 used 239 manually annotated mouse 
lung WSIs and trained segmentation models using U-Net and DeepLabV3 + with backbones from Resnet18, 
Resnet34, ResNet50. They achieved mIoU scores ranging from 76% to 80% for various combinations of the model 
architectures and backbones. Raczkowski et al.15 used a ResNet-inspired network for lung tumor microenviron-
ment segmentation and used it to predict tumor mutation and patient survival. Wei et al.16 used a ResNet18-based 
model to classify lung adenocarcinoma patterns for patient prognosis and survival evaluation and demonstrated 
similar performance to expert pathologists.

There have also been two main competitions for lung tumor segmentation on H&E WSI, the ACDC@lungHP 
challenge in  201917 and the WSSS4LUAD challenge in  202118, using tumor annotations generated manually by 
pathologists. The ACDC@lungHP challenge focused on the segmentation of both lung adenocarcinomas (LUAD) 
and lung squamous cell carcinomas (LUSC) using supervised learning techniques and provided pixel-level anno-
tations on a dataset of 150 NCSLC WSI that were scanned using a single digital scanner (3DHISTECH Panoramic 
250) and annotated by one pathologist with 30 years of experience. The top 10 submitted models provided an 
average pixel-level Dice coefficient of 80% for LUSC and 77% for LUAD (best model Dice coefficient = 84%). 
On the other hand, the WSSS4LUAD challenge focused on weakly supervised segmentation, where patch-level 
annotations of H&E images were provided on a dataset of 63 LUAD WSI only. The top 10 models provided an 
average patch-level mIoU of 79% (best model mIoU = 84%).

These competitions have spurred significant research efforts in developing accurate and efficient methods 
for lung tumor segmentation. These challenges demonstrated the potential of machine learning methods for 
accurately segmenting tumors in H&E images, even with limited annotations. However, these competitions also 
highlight the need for continued research to improve the accuracy of tumor segmentation, particularly for the 
challenging LUSC  subtype17,18.

PanCk is a sensitive marker for NSCLC tumor tissue and previous studies have shown that panCk-based 
annotations can be used to train CNNs for tumor  segmentation31–33. PanCK has also been used in generating 
tumor annotation for training tumor segmentation models for  prostate34 and  breast35 cancers. However, panCk 
expression is not specific to the tumor tissue only. It is also expressed in non-tumor tissues such as necrotic tis-
sue, normal lung, and auto-fluorescence from red blood cells which is often captured in panCK imaging channel 
(Fig. 1a). Thus, the use of panCk-based tumor annotations results in false positives and reduces the overall accu-
racy of the segmentation model. Weis et al.31 used IHC images of panCk to generate ground truth tumor annota-
tion on a serial section to the H&E tissue micro-arrays (TMA) from 247 samples and trained a U-Net model, 
achieving an average pixel-level Dice coefficient of 44% and accuracy of 70% (using balanced cross-entropy loss 
function and 512 × 512 patch size). Kapil et al.32 also used panCK annotations for tumor segmentation with a 
goal of cell scoring and survival analysis on PD-L1 images and reported F1 score of 55% for tumor segmentation.

In addition to the limited availability of annotated data, the variability in staining protocols, scanners, opera-
tors, and centers can also pose challenges for developing accurate segmentation  models21–23. Color variations 
occur in hematoxylin and eosin stains between studies, and even when using the same protocol (depending on 
the tissue and slide preparations procedures). To address these challenges, multiple studies have proposed differ-
ent strategies, including the use of data and color  augmentation19,23,36, domain  adaptation32,37, and multi-center 
 datasets38. These approaches ensure the developed model is robust and generalizable across centers and protocols.

Considering various NSCLC subtypes is also important in the accurate segmentation of tumors in H&E 
images, given their different morphological features. The ACDC@lungHP competition showed that model 
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performance varied across different NSCLC  subtypes17. Some studies have addressed this challenge by incorpo-
rating multi-scale analysis and prior knowledge of the morphological features of different NSCLC  subtypes39.

In this study a practical solution was proposed for determining the minimum amount of pathologist annota-
tions leveraging low-accuracy panCK annotations, and subsampling the pathologist annotation dataset. Experi-
mental study design and sample procurement requirement for generating a representative training and testing 
dataset that captured the vast variations of NSCLC on H&E images (such as subtype, scanner, center, study, 
operator, etc.) were also addressed. Transfer learning was used here to leverage a large amount of panCk-based 
tumor annotations for initial training, followed by fine-tuning using a small amount of high-accuracy patholo-
gist annotations. Moreover, a multi-center, multi-protocol, multi-scanner dataset was generated for training the 
segmentation model. This approach has the potential to significantly reduce the burden of manual annotation 
by pathologists and improve the generalizability of the trained model. The effect of panCK pre-training on the 
final model performance and its impact on determining minimal pathologist annotations were studied. The 
panCK-based pre-training was compared to using pre-trained weights from foundation models and the impact 
of using different architecture in model backbone (feature extraction step) on model performance was investi-
gated. Furthermore, the effects of different approaches in generating panCK annotations, as well as train- and 
test-time color normalization on model performance were investigated.

Experimental setup and methods
The image analysis approach depends on the objectives of the clinical study. If the goal is to identify whether 
tumor is present in a WSI, a classification analysis would be sufficient. If the team is interested in localizing the 
tumor in the WSI, but the exact location of small structures (e.g. whether a cell is in or outside the tumor) is 
not required object detection analysis, which is a combination of classification and localizing structures would 
be sufficient (e.g. if distance of tumor nests from lymphocytes clusters is of interest). However, if the analysis is 

Figure 1.  Examples of panCK expression in non-tumor tissues (a), Technical difficulties in acquiring panCK 
images (b), color and morphological variation in NSCLC tumor tissue due to differences in center, protocol, 
scanner, and operator (c). Study 5 shows images from a study that was not involved in data preparation 
(included here to demonstrate extent of color variaiton).
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interested in specifying which cells in WSI belong to tumor and perform more advanced investigation on these 
cells (e.g. how much of a specific marker is expressed in tumor cells and how much is outside tumor), image 
segmentation that performs classification for each pixel in the WSI needs to be performed and is the objective 
of the current work.

NSCLC samples
Human NSCLC samples were procured from Indivumed, Capital Biosciences, Asterand, Discovery Life Science, 
Cureline, BioIVT, and Tristar under institutional review board (IRB) and ethics committee approvals of the 
respective vendors. All experiments were conducted in accordance with the national and international guidelines. 
Informed consent was obtained from all subjects by their respective vendors and all experiments were conducted 
in accordance with the obtained IRB approvals. The study was carried out in accordance with the guidelines 
and principles of the Helsinki Declaration. NSCLC samples from four different studies were included, where 
the H&E and immuno-fluorescence (panCK) staining and scanning were performed on 5 µm thick formalin-
fixed paraffin-embedded (FFPE) sections. A total of 112 samples were procured (61 LUAD and 51 LUSC). For 
11 samples, only one section was available and was used for H&E imaging (Studies 1&2); for 21 samples, two 
sections were available and were used for H&E and panCK imaging (Study 3), and for 80 samples four sections 
were available and were used for panCK and H&E imaging at three different centers (Study 4). The IF images 
were used to generate panCK-based tumor annotations, and the H&E images were used for generating manual 
tumor annotations by pathologists. Table 1 provides details of the samples included in this study.

Immuno‑fluorescence annotations
Tissue staining with tumor marker panCK could be performed using either immune-histochemistry (IHC) 
or immuno-fluorescence (IF) staining. IF staining was selected here as it is possible to perform H&E imaging 
after IF imaging on the same slide. This allows for perfect alignment between the H&E and its corresponding 
panCK-based annotations. If IHC staining was used, the H&E had to be performed on a serial section which 
would result in unaltered H&E images but alignment between tumor and its annotation would not be as accurate. 
Additionally, identifying tumor in IF stained images is more accurate as the only signal in these images is from 
panCK, whereas in IHC the marker signal is added to the nuclei and tissue structure signals and quantification 
is not as straight forward. Each approach (creating annotation on the same slide and on a serial slide) has its 
pros and cons and thus, using IF staining, we were able to investigate both approaches and assess their impact 
on model performance.

The NSCLC segmentation model relies on H&E images, and having unaltered H&E would be beneficial in 
panCK-based annotation generation step. However, considering H&E is a very stable stain while IF is less stable 
and that H&E is intrinsically immuno-fluorescent which cannot be removed by destining H&E (i.e. H&E staining 
cannot be performed prior to IF staining), in practice IF staining is always performed first, followed by epitope 
retrieval and H&E  staining40.

A singleplex IF assay for Pan Cytokeratin (Millipore Sigma, USA, AE1/AE3, 1 ug/mL) was performed on the 
FFPE human NSCLC samples. AE1 recognizes CK10, 14, 15, 16, and 19, while AE3 recognizes CK1, 2, 3, 4, 5, 
6, 7, and 8. The assay was developed using the Opal technology workflow (Akoya Biosciences) on the Bond RX 
autostainer (Leica), as previously  described41. 5um thick sections were obtained from each sample, mounted on 
charged glass slides (Statlab), baked at 60 °C for 60 min, and loaded onto the autostainer. Then, heat induced 
epitope retrieval was performed using the autostainer’s built in “HEIR 20 min with ER2” protocol, followed by 
the singleplex IF assay for panCK. Slides were then removed from the autostainer, coverslipped with ProLong 
Gold mounting media (ThermoFisher), and scanned on the Vectra Polaris scanner (Akoya Biosciences) at 20x  
magnification.

The IF scan was followed by H&E staining and scanning of the same section at 40x  magnification using a Leica 
Aperio ScanScope (AT2) scanner. The images were downsampled to 20x magnification (using bi-cubic interpola-
tion) to be at the same resolution as the panCK images. The IF staining involved heat induced epitope retrieval 
followed by decoverslipping and re-staining with H&E. Thus, the H&E images acquired after IF scanning (hereby 

Table 1.  Details of the NSCLC samples including the number of samples for each subtype from each center 
and study, the image type (H&E or IF), scanner type, and the number of samples that were annotated by 
pathologists.

Study number Processing center Available tissue LUAD LUSC H&E IF Scanner
Pathologist 
annotation

Study 1 Center 1 Section 1 – 5 H&E-only – AT2 5

Study 2 Center 1 Section 1 – 6 H&E-only – AT2 6

Study 3 Center 1
Section 1 21 – H&E-after-IF panCK AT2, Polaris –

Section 2 21 – H&E-only – AT2 21

Study 4

Center 1 Section 1 40 40 H&E-after-IF panCK AT2, Polaris –

Center 1 Section 2 40 40 H&E-only – AT2 16

Center 2 Section 3 40 40 H&E-only – AT2 16

Center 3 Section 4 40 40 H&E-only – P250 16



5

Vol.:(0123456789)

Scientific Reports |        (2024) 14:21643  | https://doi.org/10.1038/s41598-024-69244-3

www.nature.com/scientificreports/

called H&E-after-IF) had slightly different color space and some morphological changes to the tissue occurs 
compared to a slide that had only been stained and scanned for H&E (hereby called H&E-only) as shown in Fig. 2.

The panCK images were thresholded using Visiopharm software (Hoersholm, Denmark) to generate tumor 
annotations and, along with the H&E-after-IF WSI, were used as the image and label pair for training. The 80 
samples in Study 4 (40 LUSC and 40 LUAD), as well as the 21 samples in Study 3 (21 LUAD) were used to generate 
this dataset. After quality control of the panCK and H&E-after-IF images, 68 samples were selected, and panCK-
based tumor labels were generated. A non-pathologist excluded normal lung from these images by drawing a 
rough boundary of the normal tissue. PanCK positive tissue labels were generated using adaptive thresholding 
of the panCK signal in Visiopharm software. This process involved detecting tissue areas using the DAPI, panCK 
and Autofluorescence channels. For adaptive thresholding of the panCK signal, the signal was first normalized 
over a 500 × 500 pixel area to manage signal gradients in panCK images. Then, any pixel that had normalized 
value greater than 1.4 was considered positive (this threshold was determined empirically). The panCK positive 
area was then smoothed to fill small holes (panCK is a membrane marker and cell nuclei have no signal). These 
masks were then exported from Visiopharm and used as the annotation for the H&E WSI.

It is worth noting that since in a typical clinical study panCK is usually not available, the input to the segmen-
tation model is only an H&E image. PanCK in only used for generating tumor annotation and is only required 
in training the segmentation model, while during inference only an H&E image is required.

Pathologist annotations
Histological slides were stained with H&E and scanned by either Leica Aperio ScanScope (AT2) or 3DHISTECH 
Panoramic 250 (P250) digital scanners at 40x  magnification. This data was downsampled to 20x  magnification 
(same as the IF annotation step) to generate the H&E-only images. There is significant variation in H&E images 
due to differences in staining and imaging protocols, scanners, centers, operators, and tumor subtypes. Incor-
porating all of these variations into the training data is challenging, which makes training a robust CNN model 
difficult (i.e., requires a large and diverse training dataset).

In order to incorporate variations in staining and scanning, sections 2–4 of the 80 samples in Study 4 were 
sent to three different centers (centers 1–3), where they used their respective scanners (AT2 and P250) and pro-
tocols (protocols 1–3) for H&E staining and imaging. Additionally, 11 LUSC (Studies 1–2) and 21 LUAD (Study 
3) samples that were prepared and stained by different operators and scanned with different AT2 scanners were 
also included to increase H&E data variability. Figure 1c shows example images from each dataset, demonstrat-
ing the significant variation that can be expected in H&E images of NSCLC.

Out of these 112 images, 80 H&E images were selected for manual annotation by pathologists. The selected 
samples included 40 LUAD and 40 LUSC samples. Centers 1 & 2 used the same scanner type, and thus there 
were 58 samples scanned with AT2 scanners, and 22 samples were scanned on the P250 scanner. For each of the 
80 H&E WSI, three 1  mm2 regions of interest (ROI) were selected for manual annotation by pathologists using 
QuPath  software42. This selection that included both LUAD (50%) and LUSC (50%) samples was confirmed by 
an expert pathologist to ensure a wide range of NSCLC tissue morphologies, normal, and tumor-adjacent tissues 
were included in the training data. The pathologists drew contours around the tumor cells at high magnification 
(20x) and excluded any non-tumor cells and structures such as stroma, normal lung cells, normal epithelium, 
blood vessels, lymphocytes, etc. To incorporate variability in the annotation between pathologists (due to years 

Figure 2.  Sample images of panCK (a, b), H&E-after-IF (c, d), and corresponding H&E-only image from a 
serial section (e, f) showing the differences in color space between H&E-after-IF and H&E-only images. The 
images also show the morphological changes in the tissue due to IF staining (particularly in non-tumor tissues) 
and re-coverslipping (tissue fold and tear), as well as co-registration issues (mismatch between H&E-only and 
panCK). Color normalization transforms these images to a similar color space: H&E-after-IF (g, h), H&E-only 
(i, j).
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of experience and differences in their judgment calls), the images were annotated at two different centers, and 
at each center, multiple pathologists annotated the slides.

Out of the 80 annotated H&E WSI samples, 48 samples were selected from Study 4 samples (16 from each 
center), and 32 WSI were selected from Studies 1–3 (all performed at Center 1). CNN model training was per-
formed using 58 WSI images (29 LUAD & 29 LUSC), and the remaining 22 WSI (11 LUAD & 11 LUSC) were 
kept for testing (covering all subtypes, centers, protocols, and scanners).

The pathologists annotated 174 ROIs of size 1  mm2 in training/validation data. In addition, 72 non-tumor 
ROIs of size 1  mm2 from these WSI were also included in the training data. Out of the total 246 ROIs, 15% were 
used as the validation dataset (36 ROIs), and the remaining 210 ROIs were used as training dataset (covering 
210  mm2 over 58 WSI). This dataset was downsampled randomly (at ROI level) at 50% (105 ROIs), 30% (70 
ROIs), 20% (42 ROIs), and 10% (21 ROIs), and for each fraction, five random subsets were created resulting in 
21 training sets (including the one dataset with 100% of the training data).

The test dataset was comprised of 66 ROIs of size 1  mm2 from 22 WSI, which were annotated by the patholo-
gists. These ROIs were evenly distributed between the two subtypes (33 LUAD and 33 LUSC) and the three 
centers.

CNN architecture
The CNN used for NSCLC tumor segmentation was based on the attention U-Net43,44 which is a modified version 
of the U-Net  architecture45 with attention gates added to each resolution level of its decoder. Using models with 
pre-trained weights have been shown to outperform those trained from scratch in handling out of distribution 
images in digital  pathology46. Thus, pre-trained weights of VGG16 network trained on ImageNet dataset were 
used for the encoder half of the attention U-Net architecture (Fig. 3).

Inputs to the model were H&E patches of size 512 × 512 × 3 at 20x  magnification. The original H&E images 
that were acquired at 40x  were downsampled using bi-cubic interpolation to arrive at the 20x H&E images and 
a 5 × 5 convolutional kernel was used in convolutional layers of the model decoder. The VGG16 architecture that 

Figure 3.  The attention U-Net architecture with pre-trained weights of VGG16 on ImageNet dataset (a). For 
a sample NSCLC image, the output of attention gates at different levels of the network are shown. These maps 
show how the attention gates are placing emphasis on the tumor tissue while minimizing the weighting for 
background tissues (b).
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is used in the encoder has 3 × 3 kernel in its convolutional layers which results in a receptive field of 212 ×  21247. 
However, 512 × 512 images were used as input here and thus, the kernel size of the decoder was increased to 
increase the receptive field of the full network. The rationale for selecting this larger input size (which is com-
monly used in the literature for  WSI46) was the fact that tumor segmentation requires some global context to 
differentiate structures that are similar at cell level (e.g. tumor cells that are epithelial and normal epithelium).

Model details are shown in Fig. 3. Regular U-Net with the same model architecture and parameters as the 
attention U-Net (without attention gates) was also implemented and used for comparison.

CNN training and transfer learning
The model was trained in 2 steps where initially, the weights in the encoder half of the model were frozen, and 
only the decoder was trained with initial learning rate of LR = 0.001 and LR was reduced in half if the validation 
loss did not decrease for 4 epochs. Training was stopped if the validation loss did not decrease for 15 epochs and 
the model with the lowest validation loss was selected. In the second step, the encoder was also trained with an 
initial learning rate of LR = 0.0001 and the same LR reduction schedule and early stopping criteria. Binary cross 
entropy (BCE) loss was used and the tensorflow package (http:// www. tenso rflow. org) was used for implementing 
and training the CNN. The model was first trained using the panCK-based tumor annotations and H&E-after-IF 
images. This model was then fine-tuned using the pathologist annotations on H&E-only images.

To increase model generalizability, image augmentation including rotation (up to 45°), horizontal and vertical 
shift (up to 20%), zooming into the image (up to 5%), shear deformation (up to 10%), horizontal and vertical 
flips, as well as random 90°, 180°, 270° rotations were applied to the image patches during training. WSI images 
have no natural orientation and using the combination of 45° rotation along with random 90°, 180°, 270° rota-
tions and horizontal and vertical flips ensured the image patches were rotates for the all possible rotation degrees. 
Additionally, to increase variability in color space, color augmentation was performed using the stain intensity 
(Hematoxylin and Eosin) perturbations technique presented by Tellez et al.48,49, which is based on the Macenko 
color normalization  approach50.

Architecture backbone
In order to assess the impact of backbone architecture (which represents the feature extraction phase of the 
model) on the model performance, several pre-trained backbones were tested.  Resnet5027,  DenseNet12128, and 
EfficientNet-B429 pre-trained on ImageNet dataset were used as backbone in addition to VGG16. Moreover, we 
trained Swin-UNETR  architecture30 to compare the performance of the architectures that used CNN vs. trans-
formers (Swin Transformer  here51) for feature extraction. The MONAI  platform52 was used for Swin-UNETR 
model implementation. All models were trained similarly where first the model was trained using the panCK 
annotations followed by fine-tuning using the pathologist annotations.

Pre‑training: panCK vs. foundation models
The current training approach used panCK for pre-training the model. Foundation models are another approach 
for pretraining. Thus, the performance of using foundation models vs. the task and domain specific pre-training 
using panCK annotations was performed. Two foundation models,  KimiaNet24 which is a CNN based model 
(DenseNet121), and  CTransPath25 which is transformers-based model were used. Both foundation models were 
trained using pathology images, and for both cases, the model was trained for a classification task. Thus, the 
models required being adapted for our segmentation task where only the backbone (feature extraction) part of 
the segmentation models was pre-trained in the foundation model and the decoder part of the model required 
training.

For KimiaNet that used DenseNet121, the same approach as the case of using DeneNet121 pre-trained using 
ImageNet data was used and only the KimiaNet weights were used as the backbone. Thus, the same attention 
U-Net architecture was used. For the case of CTransPath that used Swin transformers, the model was adapted 
for segmentation using the mask2former  approach53. These two models were trained using the pathologist 
annotations only.

Evaluation
Three pixel-based model performance metrics were calculated. (1) accuracy which calculates the ratio of true 
positives (tumor pixels correctly classified as tumor) and true negatives (background pixels correctly classified 
as background) over all pixels in the image. Considering majority of pixels in WSI are usually background, 
accuracy places higher weight on non-tumor regions and if a small tumor region is missed, the metric does not 
properly penalize it; (2) mean intersection over union (mIoU) which represents the ratio of the true positive 
pixels, divided by the sum of true positives, false positives (background pixels incorrectly classifies as tumor) and 
false negatives (tumor pixels incorrectly classified as background). This metric is preferred for image segmenta-
tion tasks as it properly penalize the metrics if only a small tumor region exists in the image; (3) Dice coefficient 
which is similar to mIoU but with a different formulation. We are reporting both Dice and mIoU in this paper 
to facilitate comparison with prior studies (some studies in the literature report mIoU and others report Dice 
which makes comparing different studies problematic). All three metrics were calculated for each 1  mm2 ROI in 
the test dataset that was comprised of 66 ROIs from 22 WSI. Overall performance was determined as mean and 
standard deviation or median and interquartile range on the entire test dataset, as well as separately for different 
tumor subtypes and the centers.

http://www.tensorflow.org
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Minimum required pathologist annotations
Generating pathologist annotations is the main bottleneck in developing segmentation models in histopathology 
due to being expensive and time-consuming. To evaluate the effects of pre-training the CNN with panCK-based 
tumor annotations, training was performed with and without panCK-based pre-training.

Moreover, to determine the minimum amount of pathologist annotations that would be required to train a 
model with acceptable accuracy, the pathologist annotation dataset was subsampled at 10%, 20%, 30%, and 50%, 
and the model was trained using these smaller datasets. To preserve the heterogeneity in these smaller datasets, 
sub-sampling was performed at ROI level (the training data included 246 ROIs of size 1  mm2 annotated on the 58 
training WSI). For each sub-sampling fraction, five random datasets were generated. For the cases that 100% of 
the training data was used, the train/validation split was performed randomly five times. The model was trained 
with and without using the panCK-based pretraining. The same approach was used for models using pre-trained 
backbone from foundation model weights (KimiaNet and CTransPath) to compare the effects of using panCK 
vs. foundation model weights for pre-training while reducing the size of the pathologist annotations dataset. 
The performance of each model was then tested on the same independent test dataset (66 ROIs from 22 WSI).

Results
The objective was to (a) investigate different approaches for generating ground truth annotations for NSCLC 
tumor segmentation on H&E and determine best practices for such data procurement; and (b) determine the 
minimum required pathologist annotations by leveraging panCK annotations which is easy to generate at scale. 
Thus, a comprehensive set of NSCLC slides were procured containing both LUAD and LUSC subtypes and were 
H&E stained and scanned at three centers using different protocols, scanners, and operators. This dataset was 
used to initially generate a large dataset of pathologist annotations to provide segmentation accuracy in-line 
with the literature. Then, panCK annotations were used along with a subset of the pathologist annotations to 
determine the minimum required size of pathologist annotations. These datasets were generated while consid-
ering the factors that impact model generalizability and the challenges each factor creates (e.g., differences in 
H&E-after-IF quality compared to H&E-only, challenges associated with panCK annotations, etc.). Moreover, 
the current approach, that used panCK annotations for model pre-training, was compared to using foundation 
models for pre-training the model backbone.

Training using panCK annotations
The attention U-Net model (using VGG16 as backbone) was trained using panCK-based tumor annotations and 
H&E-after-IF images. The total panCK annotated tissue area used for training was 10,326  [mm2]. The model 
trained on this data resulted in a mean intersection over union (mIoU) of 67 ± 11 [%] and a dice coefficient of 
80 ± 8 [%] on the test dataset. Figure 4 shows the results of applying the model to a LUSC and a LUAD sample.

The epitope retrieval process in panCK staining involves heating the slide to 95 °C degrees for approximately 
20 min. This process causes changes in the color space and tissue morphology on H&E (particularly in the non-
tumor tissues). Tissue loss, tear, and fold can also occur during the coverslip removal and re-coverslipping of the 
slides for H&E staining after IF staining and imaging. Figure 2 shows an example of an NSCLC slide stained with 
panCK (Fig. 2a,b) followed by epitope retrieval and re-staining with H&E (H&E-after-IF, Fig. 2c,d) as well as the 
H&E-only image of its serial section (Fig. 2e,f), showing the extent of the changes in H&E due to this process.

The change in color space can be reduced by color normalization (Fig. 2g,h), which transforms the images to 
a color space similar to color-normalized H&E-only images (Fig. 2i,j). However, there exist some structural/mor-
phological changes in the non-tumor tissues. The tumor morphology on H&E-after-IF images is less impacted 
and has a similar imaging appearance to the H&E-only images. These issues, as well as the non-specificness of 
panCK labels to tumor tissue (Fig. 1a) and technical challenges in panCK imaging (Fig. 1b), impacted the per-
formance of the model and resulted in sub-optimal segmentation results.

Fine‑tuning using pathologist annotation
The model that was trained on panCK labels was fine-tuned using the pathologist annotations. The pathologist 
annotation dataset (246  [mm2]) was significantly smaller than the panCK labels (10,326  [mm2]). Thus, initially 
the encoder was frozen and only the decoder weights were updated. In the second step the encoder wights were 
also made trainable and the entire model weights were updated with a small learning rate. Figure 3b shows the 
attention maps at different resolution levels of the final fine-tuned model for a LUAD sample. Figure 4 shows 
improved segmentation results after fine-tuning for a LUAD and a LUSC sample. Additionally, Fig. 5 shows the 
segmentation results for images from different scanners, studies, protocols, and tumor subtype showing the 
improved segmentation performance of the model. The final model resulted in mIoU of 81 ± 10 [%] and Dice 
coefficient of 89 ± 7 [%] on the entire test dataset with no test-time color normalization. The same performance 
metrics were achieved when test-time normalization was used (mIoU of 81 ± 10 [%] and a Dice coefficient of 
89 ± 7 [%]). Thus, color-normalization during training is sufficient.

The model used VGG16 weights trained on ImageNet dataset as backbone and to assess the impact of the 
backbone architecture on model performance, several architectures were also used. Table 2 reports the model 
performance for using these architectures in the model backbone (panCK pre-training followed by fine-tuning 
using the entire pathologist annotations dataset). Considering the similar performance of the model for different 
backbones, VGG16 was used as the backbone in this study. Foundation models were also used as pre-trained 
backbone and the model performance when the entire pathologist annotation dataset was used (without panCK 
pre-training) is reported in Table 2.

To assess the impact of having attention gate in the model architecture, regular U-Net with the same model 
architecture and parameters as the attention U-Net model (without attention gates) was also trained. The regular 
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U-Net achieved mIoU of 79 ± 11 [%] and Dice coefficient of 88 ± 7 [%], which is very close to the performance 
of the attention U-Net model and considering the standard deviations of these performance metrics, suggests 
no significant improvement is achieved by adding the attention gates.

Table 3 reports the final model performance segregated for different sub-types and the centers that performed 
the staining and scanning, showing the model performed similarly across different subtypes, scanners, centers, 
and protocols.

Minimum pathologist annotation requirement
A total of 21 training datasets were prepared, and for each dataset the model training was performed with and 
without using the panCK pre-training, while keeping everything else (model, hyper-parameters, preprocessing) 

Figure 4.  Barplot shows the model performance (mIoU) change as the pathologist annotation dataset size is 
reduced from 100% to 10% with and without pre-training with panCK annotations. Model performance on 
a LUAD and a LUSC sample is shown for the models with different sizes of pathologist annotations, with and 
without pre-training using panCK annotations. The ground truth annotations by pathologists as well as the 
performance of the panCK pre-trained model (without pathologist annotations) are also shown.
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Figure 5.  Segmentation results of the model pre-trained with panCK annotations followed by fine-tuning 
with 100% of the pathologist annotations on representative images from both subtypes (LUAD and LUSC), 
both scanner types (AT2 and P250), all three centers (different protocols and scanners), and multiple studies 
(different operators), showing the model is robustly segmenting the tumor in such a diverse dataset (diversity in 
morphology and color space).

Table 2.  Model performance using different backbone architectures (when using the entire pathologist 
annotations dataset). Pre-trained weights of backbones on ImageNet dataset was used and models were first 
trained using panCK annotations followed by fine-tuning on pathologist annotations. For foundation models, 
pre-trained weight from the foundation model was used as backbone and only the pathologist annotations 
dataset was used for training (i.e. no training on panCK annotations).

Architecture Backbone PreTraining mIoU Dice Accuracy

Attention U-Net VGG16 panCK 81 ± 10 89 ± 7 92 ± 3

Attention U-Net DenseNet121 panCK 82 ± 9 90 ± 5 92 ± 2

Attention U-Net Resnet50 panCK 81 ± 9 89 ± 6 92 ± 4

Attention U-Net EfficientNet-B4 panCK 82 ± 9 90 ± 6 92 ± 3

Swin-UNETR Swin transformer panCK 78 ± 10 87 ± 6 89 ± 4

U-Net VGG16 panCK 79 ± 11 88 ± 7 91 ± 4

Attention U-Net KimiaNet (DenseNet121) Foundation model (backbone only) 79 ± 12 88 ± 9 91 ± 5

Mask2Former CTransPath (Swin transformer) Foundation model (backbone only) 77 ± 8 87 ± 6 89 ± 5

Table 3.  Median and inter-quartile range for performance metrics of the model calculated for different subsets 
of the test dataset.

ALL Adenocarcinoma (LUAD) Squamous cell carcinoma (LUSC)

ALL Center 1 Center 2 Center 3 ALL Center 1 Center 2 Center 3

mIoU 82 [77 87] 82 [75 87] 82 [70 85] 84 [81 90] 77 [70 86] 83 [79 87] 84 [73 88] 83 [82 87] 81 [79 87]

Dice 90 [87 93] 90 [85 93] 90 [83 92] 91 [89 95] 87 [83 93] 90 [88 93] 91 [84 93] 91 [90 93] 90 [88 93]

Accuracy 92 [90 94] 91 [89 93] 92 [91 94] 91 [89 94] 90 [88 92] 92 [90 94] 93 [91 94] 90 [89 93] 92 [90 95]
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identical. For the case of no panCK pre-training, the encoder layers (pre-trained wights of VGG16 on ImageNet) 
were fixed first, and only the decoder was trained. Once the model converged, the encoder layers were also 
made trainable and the entire model was fine-tuned using a smaller learning rate (similar process to training 
the model using panCK annotations only). Similar approach was taken for using foundation model wights as 
the backbone. The model performance is reported in Table 4.

When using the entire training dataset, the model pre-training using panCK resulted in mIoU of 81 ± 10 
[%] and Dice coefficient of 89 ± 7 [%], compared to mIoU of 79 ± 13 [%] and Dice coefficient of 87 ± 10 without 
panCK pre-training. For regular U-Net (no attention gates) mIoU of 79 ± 11 [%] and Dice coefficient of 88 ± 7 
[%] was achieved with panCK pre-training, and mIoU of 77 ± 15 [%] and Dice coefficient of 86 ± 12 [%] was 
achieved without panCK pre-training. Thus, the best performance was achieved when using Attention U-Net 
with panCK pre-training. As reported in Table 4 and shown in Fig. 4a, the model performance dropped sharply 
as the training data size was decreased when no panCK pre-training was involved, however, the model perfor-
mance was stable and had a much smaller drop when panCK pretraining was used. Using foundation model 
weights (which only provided pre-trained weights for the model backbone and the decoder required training 
from scratch), showed similar drop in model performance (similar to no panCK pre-training) compared to 
pre-training the entire model using panCK annotations. Figure 4b shows how the model performance dropped 
as the pathologist annotation dataset size was reduced (with and without panCK pre-training) for a LUSC and a 
LUAD sample. This figure shows using panCK pre-training resulted in more robust tumor segmentation as the 
pathologist annotation dataset size was reduced.

Discussions
Tumor segmentation on H&E eliminates the need for additional tumor markers (IHC or IF) in histological 
image analysis of the tumor tissue. CNNs use the morphological differences between tumor and non-tumor 
cells, present in H&E WSI, for tumor segmentation. However, the main bottleneck in training a CNN lies in 
generating sufficient high-quality ground truth tumor annotations. Pathologist annotations are very expensive 
and time consuming, limiting their feasibility to small datasets. Alternatively, IF or IHC markers can be used 
to generate tumor annotations, and extensive efforts have been made to employ panCK, the most used tumor 
marker in histopathology, for annotating large datasets at a relatively low cost. Nevertheless, panCK’s accuracy 
is insufficient for training a robust CNN model for NSCLC tumor  segmentation31–33. An alternative to panCK-
based pre-training is using the pre-trained weights of foundation models that have been trained on a very large 
dataset of histological  images24,25,54.

This study explored the potential of using the low cost panCK-based annotation on a large dataset for pre-
training the model, followed by fine-tuning using a small dataset of pathologist annotations, and compared it to 
using foundation models for model pre-training. The shortcomings of panCK-based annotations were identi-
fied and their impact on training a segmentation model was assessed. The impact of panCK on determining 
the minimum size of pathologist annotation dataset was studied. The impact of using various architectures as 
model backbone for feature extraction was also explored. To train a generalizable model, the sources of vari-
ability in H&E images which include differences in scanners, staining protocols, centers, and operators, as well 
as the NSCLC subtypes were also considered. The current study provided a comprehensive evaluation on the 
study design considerations and provided a practical solution for conducting such an experiment successfully.

Model architecture
Various choices for model backbone were examined. Table 2 reported the model performance when using 
VGG16, ResNet50, DenseNet121 and EfifcientNet-B4 as the attention U-Net backbone, as well as Swin Trans-
former through the Swin-UNETR architecture. This table showed there were negligible differences between model 
performances arising from the backbone architecture (except for Swin-UNETR that had lower performance 

Table 4.  Mean and standard deviation of the model performances metrics for varying sizes of pathologist 
annotations dataset.

Training data percentage Pre-training panCK
100%
210  [mm2]

50%
105  [mm2]

30%
70  [mm2]

20%
42  [mm2]

10%
21  [mm2]

IoU [%]

with panCK 67 81 ± 2 79 ± 2 78 ± 2 76 ± 4 73 ± 6

no panCK N/A 79 ± 3 76 ± 5 75 ± 3 70 ± 5 58 ± 13

KimiaNet N/A 79 ± 2 76 ± 4 75 ± 2 73 ± 3 65 ± 10

CTransPath N/A 77 ± 4 73 ± 2 72 ± 3 68 ± 5 61 ± 9

Dice [%]

with panCK 80 89 ± 3 88 ± 1 87 ± 1 86 ± 3 83 ± 5

no panCK N/A 87 ± 2 85 ± 4 85 ± 2 81 ± 5 69 ± 13

KimiaNet N/A 88 ± 3 85 ± 3 85 ± 2 83 ± 3 75 ± 11

CTransPath N/A 87 ± 3 82 ± 3 81 ± 2 77 ± 5 70 ± 10

Accuracy [%]

with panCK 80 92 ± 2 91 ± 1 91 ± 1 90 ± 2 88 ± 3

No panCK N/A 91 ± 2 89 ± 2 89 ± 2 87 ± 3 81 ± 6

KimiaNet N/A 91 ± 2 89 ± 1 89 ± 1 88 ± 2 83 ± 7

CTransPath N/A 89 ± 3 86 ± 2 86 ± 2 83 ± 3 80 ± 2
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metric). Thus, VGG16 was selected as the backbone of the attention U-Net architecture in the remainder of 
this study.

Attention U-Net architecture, which incorporates attention gates into the skip connections of the U-Net 
was use here. These attention gates allow the model to place a greater emphasis on the tissue of interest, which 
in this case is the tumor, while reducing the weights given to the background, and potentially achieve more 
accurate segmentation results. Figure 3 provided an illustration of the output produced by the attention gates at 
all four resolutions for a LUAD sample. These attention maps demonstrated that the model effectively detected 
the tumor tissue at multiple levels and placed greater emphasis on the tumor area. Regular U-Net with the same 
architecture and parameters as the Attention U-Net was also used to assess the impact of attention gates on model 
performance showing attention gates lead to slightly higher performance metric which was not significant when 
considering the standard deviations of the two model performances (mIoU of 79 ± 11 [%] and mIoU of 81 ± 10 
[%] for regular U-Net and Attention U-Net respectively).

panCK‑based model
Using panCk is an efficient approach for ground truth generation. However, it suffers from non-specificity of 
the panCK to lung tumor tissue only (normal lung, normal epithelium, necrotic tissue, and red blood cells also 
express panCk) as shown in Fig. 1a. In addition, there exist technical challenges in panCK imaging such as image 
gradient and signal drop (Fig. 1b) that may lead to inaccurate tumor labels, particularly if a threshold is being 
used in panCK images to separate the background from the tumor signal.

PanCK imaging can be conducted on either a tissue section serial to the H&E or on the same section. When 
utilizing a serial section, there are challenges related to the imperfect alignment of tumor labels with the H&E, 
particularly if the tumor is scattered within the tissue. Thus, co-registration of the IF and H&E images becomes 
necessary. Conversely, using the same section for both panCK and H&E staining involves a staining process 
where slides are first stained with panCK, followed by epitope retrieval and subsequent re-staining with H&E. 
This procedure can cause some damage to the tissue morphology, particularly in normal and non-tumor tis-
sues, and also leads to a change in color space (Fig. 2). Nevertheless, this approach ensures a perfect alignment 
between tumor annotations and the H&E image, eliminating the need for co-registration. These issues reduce 
the accuracy of a model that is trained on panCK labels only.

The panCK-based tumor annotations were generated using both approaches, i.e., using the same section and 
a serial section. The CNN model was trained on both datasets, resulting in mIoU of 67 ± 10 and 66 ± 13, and Dice 
coefficient of 80 ± 8 [%] and 78 ± 10 [%] for the same section and a serial section, respectively. These performance 
metrics are similar to the performance metrics for using a serial section reported in the  literature31–33.

Fine-tuning these panCK-based models using pathologist annotations was required to improve results. After 
fine-tuning, the mIoU increased to 81 ± 10 [%] and 80 ± 10 [%], while Dice coefficient reached 89 ± 7 [%] and 
89 ± 7 [%] for the same section and a serial section, respectively. Therefore, although there was slightly better 
performance when using the same section to generate panCK annotations, there was no significant difference 
in the model performance after fine-tuning using pathologist annotations.

These findings suggest that if only panCK annotations are available for training, it may be advantageous to 
use the H&E on the same section. This eliminated the need for an additional tissue section for H&E and also 
results in slightly improved model performance. Moreover, the process of generating tumor annotations becomes 
simpler as there is no requirement for co-registration.

Pathologist annotation‑based model
In Fig. 4, it is evident that the model trained solely on panCK annotations successfully detected tumors to a 
certain extent. However, it missed some parts of the tumor and incorrectly identified portions of the background 
and necrotic tissue as tumor. This observation emphasized the necessity of fine-tuning the model using patholo-
gist annotations. After fine-tuning, the segmentation performance improved significantly, as illustrated in Fig. 4. 
When applied to the entire test dataset, the model mIoU increased to 81 ± 10 [%], and the Dice coefficient reached 
89 ± 7 [%]. These performance metrics align with those reported in the  literature17,18, indicating the effectiveness 
of the proposed approach despite using a small dataset of pathologist annotations and the significant variability 
in the H&E image generation processes.

One of the major challenges in training a CNN on H&E images is the significant variation in color space 
caused by different stain concentrations and imaging parameters (e.g. exposure time) due to the use of different 
protocols (Fig. 1c). To overcome this issue, various approaches have been employed in the literature. Some studies 
have used test-time color  normalization19, while others have opted for color augmentation during  training23,36. 
Test-time color normalization, such as the Macenko  technique50, involves color deconvolution and determining 
the color space eigenvectors, which can be time-consuming. Furthermore, it needs to be performed on every 
image during inference. This can quickly become burdensome if the model is to be used regularly on a large 
number of images and studies. In contrast, color augmentation during training is a one-time process and does 
not introduce any additional time during inference.

Therefore, we employed color augmentation during training based on the color normalization technique 
proposed by  Macenko50. This approach perturbs the Hematoxylin and Eosin stain concentrations to generate 
new  images48,49. We evaluated the model performance with and without test-time color normalization, and both 
scenarios yielded the same results: an mIoU of 81 ± 10 [%] and a Dice coefficient of 89 ± 7 [%]. This suggests 
that there is no additional benefit to using test-time color normalization when color augmentation is performed 
during training.

The test dataset used in this study consisted of H&E images obtained from three different centers, using mul-
tiple protocols and scanners. The dataset was evenly divided between LUAD and LUSC, enabling the evaluation 
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of the model performance on these distinct subsets, thus assessing its generalizability. The results presented in 
Table 3 indicate that the model performance remained consistent across all of these subsets, and Fig. 5 shows 
several examples of the segmented tumor across various subsets. These results demonstrate the model’s robustness 
to variations arising from changes in tumor subtypes, H&E staining and scanning centers, scanners, protocols, 
and studies.

panCK pre‑training impact on minimal pathologist annotation
The results presented in Table 4 and shown in Fig. 4 demonstrate the positive impact of panCK pre-training on 
model performance, resulting in a 3-percentage-point improvement compared to the model without pre-training 
(when using 100% of the pathologist annotations). Additionally, the standard deviation of the performance 
metrics was reduced, indicating enhanced consistency. This improvement was particularly pronounced when 
the size of the pathologist annotation dataset was reduced.

Comparing the attention U-Net model training with and without panCK pretraining, when panCK pre-
training was employed, the model’s mIoU decreased from 81 to 77% as the pathologist annotation dataset size 
decreased from 100% to 10%. In contrast, when panCK pre-training was not used, the model’s mIoU dropped 
from 78 to 65% under the same reduction in dataset size. Figure 4 also showcases the significant decline in seg-
mentation accuracy when panCK pre-training was absent.

Table 4 also reported the model performance when using the pre-trained weights from two foundation 
models as the backbone: a CNN-based model (KimiaNet), and a transformers-based model (CTransPath). Using 
KimiaNet as the backbone showed some improvement in model performance compared to using pre-trained 
weights on ImageNet dataset, where the model resulted in smaller variations in performance metrics and higher 
metric values, particularly when the pathologist annotation dataset was very small (10% or 20% of the entire 
dataset). However, the performance metrics were significantly lower than the cases that used panCK annotations 
for pre-training. This table also showed that transformer-based pre-training in foundation model performed 
poorly compared to CNN-based models. This lower performance was also observed in Table 2 where the lowest 
performance metric was achieved for Swin-UNETR compared to CNN-based backbones. The lower performance 
of the foundation models when used as backbone of the segmentation model could be attributed to the fact that 
they only covered the model backbone and a significantly large part of the model still required training from 
scratch. However, when pre-training using panCK annotation, the entire model was pre-trained (not just the 
backbone), which in combination with panCK being specific to the segmentation task being addressed, resulted 
in better model performance and stability when reducing the size of the pathologist annotations dataset.

Thus, panCK pre-training not only enhanced model performance but also resulted in a more robust model, 
even in scenarios where there was limited availability of pathologist annotations. It is important to note that 
all models started with pre-trained weights of VGG16 network on the ImageNet dataset as the CNN encoder. 
Similar poor performance trends were also observed when using foundation model that were pre-trained on a 
very large dataset of histological image. These results demonstrate the domain-specific pre-training using the 
large dataset of panCK-based annotations played a crucial role in improving model performance.

Moreover, the results highlight that when using panCK pre-training, a smaller dataset of pathologist annota-
tions could be used with minimal impact on model performance. Taking into consideration that three 1  mm2 
ROIs were annotated for each H&E WSI, a reasonable cutoff point would be using 30% of the pathologist 
annotations (mIoU of 78 ± 2 and Dice coefficient of 87 ± 1), equating to having one 1  mm2 ROI annotated by the 
pathologist for each H&E WSI. This approach preserves the heterogeneity of the training data (using as many 
WSIs as possible) while minimizing the resources required for pathologist annotations.

Limitations and future directions
A major limitation of the study was the size of the pathologist annotation dataset. Although we attempted to cover 
as much heterogeneity as possible in the training and test datasets, the variability and factors that impact H&E 
image quality and appearance are vast and diverse. NSCLC is a very heterogeneous tumor type with significant 
variations in its morphology. Capturing as much variability as possible is crucial for training a generalizable 
model.

Another limitation of the proposed pipeline for training a CNN in digital pathology is its reliance on the 
panCK tumor marker for pre-training. PanCK is an epithelium marker and is effective for tumors such as lung 
and breast tumors; however, for some epithelial tumors, such as pancreatic ductal adenocarcinoma (PDAC), it is 
not practical since panCK has similar staining in normal pancreas and PDAC. Moreover, panCK cannot be used 
for non-epithelial tumors. Additionally, for training a segmentation model for other tissue types (non-tumor 
tissues), there might not be a suitable IF or IHC marker to generate annotations for pre-training. In such situa-
tions, using a foundation model that is trained on a large dataset of pathology images might be more effective.

In this study, we included different scanners, protocols, and centers in H&E data acquisition. However, panCK 
imaging was done at one center by a team specialized in IF imaging with years of experience. Generating IF data 
at multiple labs with different protocols would be desirable. However, staining and scanning IF images at a lab 
with less experience or access to state-of-the-art resources might impact image quality and subsequently model 
pre-training. An alternative is IHC imaging, which is more stable, requires fewer resources, and is widely avail-
able, but it has its own challenges (e.g., separating tumor from non-tumor tissue).

We procured high-quality commercial samples, from tissue collection to tissue fixation and preparation. How-
ever, clinical samples (particularly from biopsies) that would be encountered when using the model for inference 
might not have the same quality, and the model performance might be poorer. Including low-quality tissue in test 
and training datasets is necessary to properly characterize such situations. Similarly, for pathologist annotations, 
the pathologist’s experience is a major contributor to annotation quality and final model performance. These 
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factors were not investigated in the current study. Using data from publicly available datasets such as The Cancer 
Genome Atlas (TCGA) might help in assessing the impact of some of these factors on model generalizability.

Most foundation models (including the ones used here) are trained for classification tasks. However, when 
adapted for a segmentation task, as observed in current study, they do not provide high enough accuracy. This 
could be due to the fact that a large number of parameters need to be trained in the process, or the model archi-
tecture is changed. Training end-to-end foundation models for segmentation tasks has the potential to address 
this issue and provide improved performance that might be comparable to task-specific pre-training like the 
panCK pre-training used in the current study.

Another potential future direction is to use the model that was trained on NSCLC and transfer or fine-tune it 
on other epithelial tumors such as breast cancer, and assess model performance and determine how much extra 
training data would be required for such a transfer from one tumor type to another.

In conclusion a framework was proposed to determine the minimum required pathologist annotations for 
training a CNN for NSCLC tumor segmentation on H&E WSI. Practical study design consideration to capture 
NSCLC variation in H&E and challenges with each modality were also examined. The algorithm was trained 
using a combination of panCK and pathologist annotations, resulting in robust performance across variations 
in H&E images from different centers, scanners, and protocols. To account for variations in color space, color 
augmentation during training was found to be sufficient, and no additional improvement was achieved by using 
test-time color normalization. In terms of staining and imaging, using H&E and panCK on the same section 
yielded a slight improvement in model accuracy compared to utilizing two serial sections for H&E and panCK 
imaging. The use of pre-trained weights from foundation model compared to panCK pre-training and the impact 
of different backbone architectures in model performance were studied showing the superior performance of 
panCK-based pre-training. The CNN model was pre-trained on a large dataset of panCK-based tumor annota-
tions, which helped reduce the requirement for a large dataset of pathologist annotations. Notably, even when 
using only 30% of the pathologist annotations, minimal reduction in model performance was observed. These 
findings highlight the effectiveness of the developed CNN algorithm for NSCLC tumor segmentation on H&E 
WSI.

Data availability
The datasets procured and used in this study are private and not to be shared by the authors for privacy reasons.
The model and code will be shared by authors upon request.
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