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Abstract
Time-of-flight (TOF) and resolution modeling (RM) algorithms are frequently
used in clinical PET images, and inclusion of these corrections should mea-
surably improve image quality. We quantified the effects of these correction
algorithms on reconstructed images via the following metrics: recovery coef-
ficients (RCs), contrast-to-noise ratio (CNR), noise-power spectrum (NPS),
modulation transfer function (MTF),and the full width at half maximum (FWHM)
of a point source. The goal of this experiment was to assess the effects of
the correction algorithms when applied singly or together. Two different phan-
tom tests were performed and analyzed by custom software. FWHM and MTF
were measured using capillary tube point sources, while RCs, CNR, and NPS
were measured using an image quality body phantom. Images were recon-
structed with both TOF and RM, only TOF, only RM, or neither correction. The
remaining reconstruction parameters used the standard clinical protocol. RM
improved RCs, FWHM, and MTF, without increasing overall noise significantly.
TOF improves CNR for small objects FWHM or MTF but did not decrease noise.
RCs were not statistically improved by enabling these algorithms. Inclusion of
both correction algorithms in image reconstruction provides an overall improve-
ment to all metrics relative to the uncorrected image, but not by a significant
margin in multiple aspects.
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1 INTRODUCTION

Time-of-flight (TOF) and resolution modeling (RM)
algorithms are common on modern positron emission
tomography (PET) systems. When TOF is enabled, we
expect recovered contrast and noise characteristics to
be improved, as the location of annihilation events is
known to lie within a probability distribution along the
line of response.The goal of utilizing RM algorithms is to
improve system spatial resolution by modeling the imag-
ing signal chain and introducing a convolution kernel
into the reconstruction of the images with informa-
tion obtained from a system’s measured point spread
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function (PSF), either within the image or sinogram
domains, in order to counteract blurring.1 Introducing
this convolution, however, may affect other aspects of
image quality indirectly; in particular, PSF modeling is
expected to show some frequency-dependent impact
on noise characteristics.

When enabled, TOF and RM are designed to improve
image quality, yet a thorough, independent characteriza-
tion of these technologies is lacking. Previous work has
assessed the effects of Siemens’ correction algorithms
on image quality using the National Electrical Manufac-
turer’s Association (NEMA)-specified metrics of percent
contrast, percent background variability, and attenuation
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correction error.2–5 Other work has been primarily qual-
itative in nature.6,7 Our proposed image quality analysis
also included measures such as contrast recovery
coefficient (RC), contrast-to-noise ratio (CNR), noise
power spectrum (NPS), modulation transfer function
(MTF), and the full width at half maximum (FWHM)
of the profile of a point source. These quantities are
more descriptive of overall image quality than those
previously measured. While some of these quantities
have been assessed on other systems,3,5,8–11 the cur-
rent literature contains neither a collection of all the
proposed measurements nor a full characterization of
the Siemens system tested here. By directly comparing
these quantities for reconstructions that do and do not
use TOF and RM, we can better assess the potential
impacts of these technologies on image quality.

Our goal in this study was to quantify the effects
of one manufacturer’s algorithms by use of a com-
prehensive, quantitative, phantom-based image quality
assessment using clinically-relevant reconstruction pro-
tocols. We report RC, CNR, NPS, and MTF for protocols
processed with and without TOF and RM. To make
the metrics easy to acquire, we designed a code to
gather all metrics from scans of the commonly available
NEMA image quality phantom and a simple set of point
sources.

2 METHODS

All scans were performed on a Siemens Biograph
mCT Flow (Siemens Healthcare, Erlangen, Germany)
running Syngo software version VG62B. The scanner
uses lutetium oxyorthosilicate crystal arranged in a 13
× 13 array (size of 4 mm × 4 mm × 20 mm) per
each of the 48 detector blocks. There are four detec-
tor rings, with a diameter of 84.2 cm. The bore size
is 78 cm and provides an axial field of view (FOV) of
22 cm.12 The scanner has TOF capabilities, as well as
an RM algorithm called TrueX. The system has a tim-
ing resolution of 0.55 ns and a coincidence window of
4.066 ns.12

Two modified phantom tests based on quality assur-
ance tests described by the American Association of
Physicists in Medicine (AAPM) and NEMA were per-
formed. Specifically, the scan protocols used followed
procedures as described in Section 4 of AAPM Task
Group Report 126(TG-126) and in Section 7 of NEMA
NU-2.4,13 The former evaluates spatial resolution via
imaging of point sources,and the latter evaluates image
quality using the NEMA PET body phantom. RC, CNR,
and NPS were calculated using scans of the NEMA
phantom; the MTF and FWHM were calculated from
imaging of point sources created using capillary tubes.
The implementation of these tests is described in more
detail in the following sections. All scans used F-18
fluorodioxyglucose.

Reconstructions were generated with RM alone, with
TOF alone, with both corrections together (RM + TOF),
and with neither correction (NC). All scans used CT-
based attenuation correction and relative scatter scaling
model-based scatter correction. Ordered-subset expec-
tation maximization 3D iterative reconstruction was
used; all reconstructions used two iterations and an
8 mm Gaussian postfilter. When TOF was enabled, 21
subsets were used, but this number was unavailable
when TOF was disabled, so 24 subsets (the closest
allowed value) were used when TOF was not active.
Three separate scans were performed on the NEMA
image quality phantom. The TG-126 spatial resolution
test was performed twice. NEMA phantom images were
reconstructed with a matrix size of 200× 200,while point
source images were reconstructed with a matrix size of
512 × 512. Analysis of all images used custom software
generated in MATLAB (Mathworks, Natick, MA).

2.1 NEMA phantom quantities

Phantom filling and scanning were performed in accor-
dance with NEMA NU-2 Section 7, excluding the
additional scatter phantom, which was not used.4 Con-
trast spheres were filled with an activity concentration
of 40 kBq/ml. For the 8:1 contrast ratio, the background
cavity was filled with approximately 1.4 mCi, which gave
an activity concentration one-eighth of that used in the
spheres.After the 8:1 scan was completed,the activity of
the background was doubled (i.e., for a total of approx-
imately 2.8 mCi) to create a 4:1 contrast ratio, and the
scans were repeated.All clinically used protocols on the
scanner have continuous bed motion;a common clinical
protocol using a table speed of 1.4 mm/s was selected
for the 8:1 concentration ratio.The table speed was dou-
bled to 2.8 mm/s for the 4:1 scans to ensure a similar
number of detected counts.

The NEMA-specified region of interest (ROI) loca-
tions were used for our measurements. Figure 1 shows
where the ROIs were placed on the central slice on the
phantom, with the red ROIs matched in physical size
and placed at the center of the hot contrast spheres
whose RC and CNR values are presented,while the blue
ROIs represent the background areas which we utilized
in calculation of the background for CNR and NPS.

Recovery coefficients were calculated via Equation 1:

RCj =
(
Hmeasured,j − Bmeasured,j

)
∕(Htrue − Btrue) (1)

Where RCj is the recovery coefficient for hot sphere of
radius j, Hmeasured,j is the mean activity concentration for
the ROI centered on the hot sphere of radius j,Bmeasured,j
is the global mean activity concentration for the 12 back-
ground ROIs of radius j, and Htrue and Btrue are the true,
known activity concentrations in the hot spheres or the
background, respectively.
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F IGURE 1 Example ROI map created when performing the
National Electrical Manufacturer’s Association (NEMA) image quality
test. The smaller red circles indicate the six hot spheres; the larger
blue circles indicate the background ROIs. Each of the 37-mm
diameter blue ROIs contains five smaller concentric ROIs with sizes
matching the red ROIs, which are not shown.

The uniform background region of the NEMA phan-
tom was used for the NPS calculation. From the NPS,
we may determine the frequency distribution of the
noise within an image, given the constraint that there is
inter-voxel correlation due to the nature of tomographic
reconstruction. The NPS was determined by adapting
a method from work by Friedman et al.14 Sixty 9-pixel
× 9-pixel square ROIs were placed at the locations of
the background ROIs used (Figure 1) in the NEMA test
across five slices: the axial slice located at the center of
the sphere ring and ±1 and ±2 cm from the original slice.
These slices are the same ones used in the background
variability calculation by the NEMA protocol. ROI size
was limited to 9 × 9 to avoid the inclusion of pixels near
or at the edges of the uniform region. These ROIs were
then zero-padded to 64 × 64 during the Fourier trans-
form to increase the number of frequency bins available.
The 2D NPS for the k-th ROI is calculated via Equation 2:

NPSk
(
Sx, Sy

)
=

p2

N2
s

||||
[
FT

(
R(x, y)k − Rk

)]||||
2

(2)

Where p is the pixel size,N2
s is the matrix size,R(x, y)k

is the matrix of values contained within the k-th ROI,
and Rk is the mean value in the k-th ROI. The NPS of
the image was determined by averaging the NPS val-
ues across all 60 square ROIs and binning the results by
spatial frequency. NPS was then normalized by activity
concentration in the background region. Area under the
curve (AUC) values,which reflect the total noise content
in the region, were calculated for each normalized NPS.

CNR combines contrast and noise together into a
single metric, which may provide more insight to the
inherent detectability of objects than either the RC or
NPS on their own. The NEMA ROI placements were
used to calculate CNR using Equation 3:

CNRi =
1
12

12∑
j = 1

Si
hot − Si

bg,j

𝜎
[37]
bg,j

(3)

Where Si
hot is the mean value in the ROI for hot sphere

i, Si
bg,j is the mean value in background ROI j on the

same slice as the hot object with diameter matched to
the size of hot object i, and 𝜎

[37]
bg,j is the standard devi-

ation (SD) of the same background ROI j. The use of
global mean values for calculation of CNR was used to
remove as much statistical noise in the results as possi-
ble.Upon initial inspection,SD values across the uniform
region showed considerable variation, despite relative
constancy in average signal across these regions,which
dominated the CNR. Therefore, a net CNR was deter-
mined by averaging across all 12 CNR values obtained
using each ROI. Use of a global background signal is
used in calculation of percent contrast in NEMA NU-
2, so using this method to calculate CNR is a logical
extension.4

2.2 Point source quantities

Spatial resolution and MTF measurements were
obtained by following the procedures outlined in the
TG-126 spatial resolution test to create and scan point
sources.13 We performed this spatial resolution analysis
at the center of the axial FOV only. Five million counts
were used for each image set.

Using axial reconstructions, FWHM values were cal-
culated for each of the three sources’ line profiles along
the tangential and radial directions of each source.
While the spatial resolution values obtained this way
do not reflect true clinical resolutions because the lack
of a scattering medium affects the way iterative recon-
struction converges, they can be used comparatively to
assess the effects of correction algorithms on the same
scanner.13

MTF was also measured using these point source
images. The 2-D MTF was calculated by obtaining the
Fourier transform of a 50 mm × 50 mm square ROI
around the center point source after normalization, as
shown in Equation 4.

MTF
(
sx, sy

)
=
|||||

FT {PSF (x, y)}

∫∫ PSF (x, y) dxdy

||||| (4)
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F IGURE 2 Recovery coefficents for (a) 4:1 sphere-to-background activity ratio and (b) 8:1 sphere-to-background activity ratio. Error bars
represent standard deviations. Enabling both resolution modeling (RM) and Time-of-flight (TOF) appears to provide the best recovery
coefficient (RC) value for all object sizes, but this difference was not significant.

A 1-D MTFPSF was approximated from the 2-D MTF
as the average of the MTF at each point along the two
zero frequency lines in sx and sy. This one-dimensional
average is the reported MTF.

2.3 Statistical analysis

Statistical analysis was performed with JMP Pro (SAS
Institute Inc,Cary,NC).A p-value less than 0.05 was con-
sidered significant. Analysis of datapoints for RC, CNR,
and NPS AUC used the Friedman test, as to address
multiple repeated measures comparisons. Any results
to have a significant difference using Freidman analysis
were then tested post hoc using Dunn’s test. Differ-
ences in MTF were assessed via Tukey’s test for the
differences across all points in frequency space. Paired
t-tests were used to determine the effects on FWHM
from different corrections.

3 RESULTS

3.1 Recovery coefficients

RCs for the contrast spheres at both activity ratios are
shown in Figure 2. Overall differences were minor, but
some trends can be observed. In the 4:1 case, Fried-
man’s test revealed a significant difference between
the means for the smallest object size (p = 0.0421),
but Dunn’s test revealed no significant differences for
any individual pairs. RM slightly, but not significantly,
appears to improve the recovery coefficients for the
largest objects; this is not true for the smallest objects,
where the NC images recover similar or more contrast

than the RM reconstructions. For the smallest spheres
in the 4:1 images (Figure 2a), the reconstructions with
only RM appear to recover less contrast relative to those
with TOF, while in the 8:1 ratio (Figure 2b), the TOF RCs
are about equal to the NC and RM RCs. Enabling both
RM + TOF appears to provide the highest mean val-
ues of RCs across object sizes, regardless of activity
ratio. However, statistical analysis showed no significant
differences between any correction algorithm recovery
coefficient values for all object sizes across both ratios.

3.2 NPS

Figure 3 shows the NPS curves for both activity ratios,
normalized by activity at scan time. The peak noise
frequency of the NPS did not change across correc-
tion algorithms. For low spatial frequencies, inclusion
of TOF decreased the noise magnitude, while inclu-
sion of RM increased noise magnitude. Interestingly, this
trend seems to flip at higher frequencies; the TOF-only
protocol transitions from lowest relative noise at low fre-
quencies to higher or highest relative noise at higher
frequencies, while the RM-only protocol shows the low-
est relative noise at higher frequencies.NC images show
high noise at most frequencies.Use of both TOF and RM
together provided noise levels in between TOF-alone
and RM-alone,for both the lower and higher frequencies.

NPS AUC values are shown in Table 1. These AUC
values provide a numerical estimate of total noise in
an image. The NC protocol has the highest noise mag-
nitude in both activity ratios, while the three corrected
protocols have similar AUC values to one another.
Differences between all AUC values are small, and, in
the 8:1 case,the TOF protocol is within one SD of the NC
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F IGURE 3 Noise-power spectrum (NPS) curves obtained for the (a) 4:1 and (b) 8:1 activity ratios. Curves have been normalized to the
activity present at scan time. Error bars represent standard deviations.

TABLE 1 Nois power spectrum (NPS) area under the curve
(AUC) values

RM
enabled

TOF
enabled

4:1 AUC ± SD
(mm)

8:1 AUC ± SD
(mm)

X X 0.0176 ± 0.0005 0.0148 ± 0.0006

X 0.0183 ± 0.0008 0.0146 ± 0.0007

X 0.0179 ± 0.0009 0.0146 ± 0.0011

0.0209 ± 0.0000 0.0157 ± 0.0003

Abbreviations: RM, resolution modeling; SD, standard deviation; TOF, time-of-
flight.

protocol. No significant differences between any recon-
struction methods for the 4:1 (p= 0.071) nor the 8:1 ratio
(p = 0.284) were found, implying that total noise content
is unaffected by the choice of correction algorithm.

3.3 CNR

CNR behavior trends similarly to RC curves, but some
differences are apparent (Figure 4). Friedman’s test
showed a significant difference for the 10 mm sphere
only in the 4:1 ratio (p = 0.0421), but Dunn’s test
revealed no significant differences between pairs. In the
8:1 ratio, CNR values was found to be different for the
37-mm and 28-mm spheres (p = 0.0421 in both cases),
but no statistical difference was found between any
protocols for the smaller objects.

3.4 MTF and resolution

MTFs were found to be significantly different over-
all (p < 0.0001). MTF curves are shown in Figure 5.
Including RM improved MTF relative to the NC proto-

col (p = 0.0007) and the TOF-only protocol. Using both
RM + TOF did not significantly increase MTF once RM
was already applied (p = 0.136), but TOF did improve
MTF over the NC protocol (p = 0.0009), which is difficult
to glean from Figure 5. For these MTF curves, limit-
ing resolutions (where MTF = 0.1) are approximately
0.086 mm–1 for NC and TOF and 0.094 mm–1 for RM
and RM + TOF.

Table 2 shows the average FWHM values with SDs
for differing reconstruction parameters. There was a
significant difference between FWHM values for recon-
structions with RM compared to those without RM
(p < 0.001), and no significant difference for recon-
structions with TOF compared to those without TOF
(p = 0.921). The RM resolution recovery algorithm was
able to improve the spatial resolution by greater than
0.5 mm in both the tangential and radial directions.

4 DISCUSSION

Overall, RM and TOF affect different image quality
quantities in different ways, with exact effects being
dependent on object size and activity, but many of these
effects are small and were found not to be statistically
significant. However, some trends can be seen in the
data.

The improvements in TOF-enabled CNR at the lower
activity ratio are not unexpected, as TOF is known
to increase signal-to-noise ratio (SNR) when used in
reconstructions.11 This could also help to explain the
improvement in MTF over the NC protocol.However, this
improvement seems to reach a plateau, as in the higher
activity ratio, TOF does not improve CNR compared to
the NC protocol, even for the smallest objects. It should
be noted that the expected SNR gain from TOF is
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F IGURE 4 Contrast-to-noise ratio (CNR) plots for (a) 4:1 sphere to background ratio and (b) 8:1 sphere to background ratio. Error bars
represent standard deviations.

F IGURE 5 Modulation transfer function (MTF) curves obtained
from the point source images. Error bars represent standard
deviations. Improvements in MTF when using resolution modeling
(RM) are shown, and the independence from Time-of-flight (TOF) is
illustrated.

relatively small considering the 550 ps timing resolution
of the system and the limited size of the phantom,which
likely contributed to these nonsignificant results using
TOF at higher activity ratios, which already have a high
SNR. In the clinical scenario, however, it is likely that
many smaller lesions may have low differential uptake.
TOF’s increases in CNR should result in improvements
in detectability for these low-contrast lesions in vivo,
which is desirable.

TABLE 2 Full width at half -maximum (FWHM) values from point
sources

RM
enabled

TOF
enabled

Average radial
FWHM ± SD (mm)

Average tangential
FWHM ± SD (mm)

X X 8.55 ± 0.08 8.63 ± 0.07

X 8.52 ± 0.06 8.58 ± 0.08

X 9.31 ± 0.10 9.41 ± 0.22

9.36 ± 0.07 9.21 ± 0.03

Abbreviations: RM, resolution modeling; SD, standard deviation; TOF, time-of-
flight.

NPS AUCs show that the reconstructions are roughly
equal in overall noise,which was unexpected. Initially,we
expected RM to increase noise and TOF to decrease
noise, but neither was strictly true. Findings in the exist-
ing literature are inconsistent. Two previous studies
found that RM decreased the noise coefficient of varia-
tion or background variability for most objects of similar
sizes to those presented in this work.10,11 However,
Rahmim and Tang found that RM not only increases
magnitude of the NPS but also shifts the frequency
distribution.8 Previous literature has suggested that TOF
reduces background variability, but only for large num-
bers of iterations.3,5 Noise characteristics are expected
to change with more iterations, but the number of iter-
ations used in many prior works do not reflect those
used clinically at our institution and thus are of ques-
tionable relevance.More work may be necessary to fully
describe the effects of these correction algorithms on
image noise.

Noise texture may play an important role in driving
protocol selection. RM and TOF may not significantly
alter total noise, but qualitatively, they do appear to



MORETTI ET AL. 7 of 8

shift the relative noise distributions to a small degree.
While the peak noise frequency did not change across
reconstructions, RM shifts the relative noise magnitude
slightly toward lower frequencies, while TOF shifts it
slightly toward higher frequencies. Selection of a best
NPS distribution, and thus noise texture, may have
consequences for in vivo images.

By using both RM + TOF, RM’s improvements in large
object CNR may be maintained while still improving
CNR for small objects with low innate contrast.The latter
finding is relevant, as higher CNR for small lesions in a
situation with low differential uptake is desirable, which
cannot be said for the former finding. While improving
CNR of large objects is not undesirable per se, those
objects likely have high contrast and are thus not in need
of further enhancement to be detectable.

RM improvements to both MTF and FWHM are
clearly demonstrated. However, TOF’s improvement of
MTF is not reflected in FWHM. This improvement was
significant but small in magnitude. One potential expla-
nation could be that, per TG-126, the point sources are
imaged for 5–10 million counts, and there is no scat-
tering medium13; therefore, these images are beyond
some contrast plateau where TOF does not appear
to improve contrast. Analysis of the MTF using more
clinically representative conditions would make an inter-
esting comparison to this ideal case of a point source in
air.

In summary, RM may improve CNR for large objects
in the higher activity ratio, and improves both MTF and
spatial resolution.TOF appeared to shift the NPS toward
higher spatial frequencies and had a small improve-
ment to MTF while not affecting FHWM. Individual use
of either RM or TOF improves image quality over not
using either; when combined, the sum of their improve-
ments may lead to optimal image quality in most cases.
However,while some results were found to be significant,
many other trends were not found to be significant in this
experiment.RCs specifically were found not to be signifi-
cantly affected by either correction algorithm,even when
combined together. This raises the question of why only
some data resulted in significant conclusions, but oth-
ers were not.The most likely explanation is that the data
are not comprehensive, as a result of insufficient sam-
pling. Only three different scans were done using the
NEMA phantom. Many of the parameters investigated
are contrast-dependent,and discrepancy between stud-
ies could be fairly large, as indicated by the SD bars in
Figures 2–4. A repeat experiment with increased scan
times or more collected data may find statistically sig-
nificant improvements that were missed in our analysis
(particularly for RC values).

General trends in our results agree with the limited
results available from prior studies.3,5,10 RM increases in
spatial resolution3,10 and contrast5,10 were well known,
and TOF’s minimal impact on FWHM was documented
by Suljic et al. for the same system as the one in this

study.3 However, no previous works included all of the
metrics shown here.By including a more comprehensive
set of image quality metrics in this work to character-
ize RM and TOF, we may paint a more complete picture
of their effects on medical images and visualize inter-
play between different metrics. Our collection of metrics
further shows trends not immediately apparent in prior
works,such as the plateau of TOF improvements to con-
trast at higher activity ratios and the shifting of noise
distribution in the NPS. This effect explains an appar-
ent discrepancy between the results from Suljic et al.
indicating minimal improvements to contrast recovery
for small objects when using TOF in an 8:1 ratio3 and
findings from Bettinardi et al. indicating that TOF did
improve small object contrast for a 4:1 ratio in the NEMA
phantom.5

A further limitation of this work is that all metrics
examined were taken from phantom images; no in
vivo assessments of image quality were performed.
Including RM and TOF correction algorithms in the
reconstructed images may very well lead to improve-
ments in various quantitative metrics, but the overall
diagnostic quality was not assessed.The current whole-
body protocol in use at our institution (8 mm Gaussian
postfilter, 2 iterations, 21 subsets, RM and TOF enabled)
provides relatively good results for most metrics, so no
immediate change to our protocol was recommended
as a result of this study. However, a more thorough,
task-based consideration of protocols should be per-
formed to ensure that the best possible diagnostic
image reconstructions are being provided. Regarding
reconstructions, only one filter type and few selections
of iterative reconstruction updates (iterations ⋅ subsets)
out of many possibilities were considered.These recon-
struction options likely have different noise or recovery
characteristics than the selections we chose and thus
have the potential to change image quality with poten-
tially higher magnitudes than RM and TOF. Particularly,
the effects of iterations on NPS structure should be
investigated.Future studies using this method should be
performed for more reconstruction parameters, with the
eventual goal of developing a methodology to use the
methods or findings presented in this work for protocol
optimization.

5 CONCLUSION

An analysis of RM and TOF effects on image qual-
ity was performed with widely used phantoms. RC,
NPS, CNR, MTF, and spatial resolution were measured
for reconstruction protocols that had both RM + TOF
enabled, protocols with only one or the other enabled,
and protocols with neither enabled. RC values were sta-
tistically unaffected by the reconstruction algorithms.RM
improves large object CNR, MTF, and spatial resolu-
tion FWHM,without increasing overall noise significantly.
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TOF increases small object CNR for a low activity ratio
and improves MTF slightly, relative to an uncorrected
protocol.
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