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A B S T R A C T   

Gait recognition is the identification of individuals based on how they walk. It can identify an 
individual of interest without their intervention, making it better suited for surveillance from 
afar. Computer-aided silhouette-based gait analysis is frequently employed due to its efficiency 
and effectiveness. However, covariate conditions have a significant influence on individual 
recognition because they conceal essential features that are helpful in recognizing individuals 
from their walking style. To address such issues, we proposed a novel deep-learning framework to 
tackle covariate conditions in gait by proposing regions subject to covariate conditions. The 
features extracted from those regions will be neglected to keep the model’s performance effective 
with custom kernels. The proposed technique sets aside static and dynamic areas of interest, 
where static areas contain covariates, and then features are learnt from the dynamic regions 
unaffected by covariates to effectively recognize individuals. The features were extracted using 
three customized kernels, and the results were concatenated to produce a fused feature map. 
Afterward, CNN learns and extracts the features from the proposed regions to recognize an in-
dividual. The suggested approach is an end-to-end system that eliminates the requirement for 
manual region proposal and feature extraction, which would improve gait-based identification of 
individuals in real-world scenarios. The experimentation is performed on publicly available 
dataset i.e. CASIA A, and CASIA C. The findings indicate that subjects wearing bags produced 90 
% accuracy, and subjects wearing coats produced 58 % accuracy. Likewise, recognizing in-
dividuals with different walking speeds also exhibited excellent results, with an accuracy of 94 % 
for fast and 96 % for slow-paced walk patterns, which shows improvement compared to previous 
deep learning methods.© 2017 Elsevier Inc. All rights reserved.   

1. Introduction 

Human identification, often known as recognition, is the process of uniquely identifying individuals based on their biometric traits. 
Various biometric features can be used for this purpose, with each offering unique information for identification. The most common 
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biometric features employed for recognition include fingerprint scanning, iris recognition, and face recognition [1]. However, all these 
biometric features require close contact with the subject, which is impossible in some scenarios. On the other hand, a person’s gait does 
not require human intervention and can be acquired and identified from a longer distance utilizing their walking style. More precisely, 
gait refers to the distinctive walking pattern of an individual, encompassing various aspects of locomotion such as stride length, 
cadence, posture, and rhythm. It serves as a unique biometric identifier due to its inherent individuality and potential for recognition. 
Gait analysis has been playing a great role in recognizing gait patterns and identifying the person of interest from a greater distance [2]. 
Gait recognition also demonstrates potential in areas where traditional biometrics may not be applicable or feasible. When individuals 
are too far away or facial features cannot be recognized, gait analysis can still give useful information for identification. Gait 
recognition, unlike other biometrics such as fingerprints or iris scans, can be carried out without human intervention. This charac-
teristic of gait makes it more ideal for surveillance systems [3]. Computer vision-based silhouette analysis methods have been utilized 
in past studies to identify gait patterns and classify individuals based on motion analysis. However, like any other biometric feature, 
gait recognition has also some limitations. Environmental factors, variations in walking speed, and different camera viewpoints can 
affect the accuracy of gait recognition systems [4]. 

Gait recognition offers a unique and non-intrusive biometric feature that can be used for identification and verification purposes. 
More precisely, gait analysis techniques are divided into two main categories: model-based and appearance-based techniques. Model- 
based gait recognition is an approach that utilizes mathematical models to represent the underlying structure and properties of human 
gait. These models explain how different body parts work together while walking [5]. By leveraging these models, these techniques 
aim to capture and analyze the unique characteristics of an individual’s walking patterns. The models employed in model-based gait 
recognition can describe various aspects of gait, including joint angles, joint torques, muscle activations, and spatiotemporal re-
lationships between body parts [6]. One of the key advantages of model-based gait recognition is its ability to provide a deeper un-
derstanding of the underlying mechanisms of human locomotion. By comparing the derived model parameters, gait recognition 
systems can identify individuals based on the unique characteristics of their gait models. Model-based approaches use body parameters 
as features, hence also needing high-resolution videos [7]. On the other hand, appearance-based gait recognition is a popular approach 
that focuses on extracting and analyzing visual features from gait sequences to identify individuals. These methods primarily utilize the 
visual appearance of a person’s gait, including the shape, and motion characteristics of body parts during walking. Appearance-based 
techniques use directly extracted features from image templates or sequences of gait. These features are often obtained through video 
recordings or depth sensors [8]. Video recordings are normally divided into frames so that important temporal information is kept, and 
then those frames are processed further for feature extraction. They have also utilized silhouettes that contain crucial information 
about the shape and posture of the human body and are extracted from video frames, also known as gait sequences [3]. Unlike 
model-based techniques, appearance-based methods work with low-resolution videos, making them more suitable and robust for 
real-world scenarios. 

Gait sequences in appearance-based models are represented by features from the frequency domain, silhouettes, chrono-gait im-
ages, and gait energy images (GEIs). The GEI is a widely used representation in gait recognition that captures the spatiotemporal 
information of an individual’s gait pattern. These GEIs are proposed by Han et al. [9] in which they create a single image averaged or 
normalized over silhouette sequences of the gait cycle, containing important temporal information. It is less prone to segmentation 
errors or information loss. The GEI is obtained by summing the energy values across multiple frames of a gait sequence, resulting in a 
single representative image. However, challenges such as variations in clothing, viewpoint shifts, and occlusions can impact the 

Fig. 1. The subjects in the upper row walked normally, whereas those in the bottom walked with covariate factors such as bags and coats.  

B. Ali et al.                                                                                                                                                                                                              



Heliyon 10 (2024) e32934

3

accuracy of automated gait analysis [10]. Ongoing research aims to overcome these challenges and further enhance the accuracy and 
robustness of appearance-based gait recognition systems. According to researchers, matching GEI templates when covariates are not 
present shows significant results, but covariates are mostly present in real-world scenarios, making it a difficult challenge [11]. A 
covariate refers to an external factor or condition introduced to modify an individual’s natural gait pattern and restrict their movement 
in a specific manner. An example of subject’s GEIs with a normal walk and wearing bags and coats is depicted in Fig. 1. More spe-
cifically, when a person with a carrying condition occurs, such as wearing a long coat, pace variation, or carrying a bag, it is known as a 
covariate condition [12]. 

It is observed from Fig. 1 that, carrying covariate factors disrupts static regions or non-moving areas of the human body, like when 
carrying a backpack or wearing a long coat. On the other hand, the dynamic areas contain more information about the gait patterns, 
making them more important for gait recognition [13]. When the model is trained on a normal walk sequence (GEI) but tested on 
different covariate conditions, it is called an unknown or strict covariate condition. However, if the model gets trained and tested on 
similar covariates, such as bags or coats, those are known as known covariate conditions [14]. To address such issues, this study 
proposed a novel deep learning model and has the following contributions.  

• A CNN-based method is proposed to efficiently handle known and unknown covariate conditions utilizing GEI.  
• Introducing parallel-running custom kernels to extract dynamic and static feature maps from the input GEI images  
• Experimentation on large benchmark datasets, including CASIA B and CASIA C, indicates that the proposed model performs well 

even with unknown covariate conditions. 

The rest of the paper is organized as follows: Section 2 provides a comprehensive literature review, Section 3 introduces the 
proposed methodology, Section 4 discusses the experimental findings, and finally, Section 5 concludes the research by discussing 
future implications and potential routes for further exploration. 

2. Literature review 

2.1. Model-based methods 

A gait recognition approach was introduced in Ref. [15], also known as Gait Graph, in which, to achieve gait recognition, the 2D 
human pose that was taken as input and the graph convolutional network were merged. The graph network was optimized using 
supervised contrast loss, whereas the 256-d feature vector was extracted during the evaluation phase to calculate gallery and probe 
distance. Likewise, in Ref. [16] three different gait conditions are examined i.e. normal gait, simulated leg length difference, and 
simulated leg weight difference. Kinematic temporal changes during gait were captured using an online motion recording system. The 
resulting hip-knee joint angle diagrams from eight subjects under each gait condition were pre-processed and fed into neural networks. 
Researchers in Ref. [17] proposed a model-based approach known as Pose Gait that used a deep neural network for the estimation of 
the 3D human pose of 14 joints and their temporal and spatial features while using 3D human pose images as the input, making it 
invariant to different views and external variations. However, it achieved only a recognition rate of 49 % for carrying conditions. A 
model-based automatic cross-view gait recognition system was introduced by Ref. [18], which used shapes and pose sequences 
extracted directly from the human model. For multi-view constraints, a phased synchronization step was introduced in training to 
handle inconsistent poses in an up-sampled phase domain. A 3D model-based framework was introduced in Ref. [19], having two 
branches for extracting features from silhouettes and using the SMPL model to learn 3D shapes and viewpoints. Two new modeling 
approaches based on coupled oscillators and human locomotion biomechanics were introduced in Ref. [20]. These models estimated 
thigh and leg inclination from imaging data, which enabled data reduction. Both techniques produced a phase-weighted Fourier 
representation of the gait characteristic. A model-based method that involves creating initial and posterior models based on anatomical 
proportions and articulated body parts was proposed by Ref. [21]. Active contour models, the Hough transform, and Fourier analysis 
are employed to capture motion patterns. The model-based techniques are computationally very complex and require greater 
computational costs regarding memory and modeling. They also work on 3D data, which is more expensive when compared with 
traditional methods. Moreover, in Ref. [22] a hybrid gait recognition approach is proposed combining Skeleton Gait Energy Images 
(SGEI) with Gait Energy Images (GEI). SGEI provides robustness to clothing changes, enhancing GEI’s performance. However, limi-
tations include the sensitivity to viewing angles and the need for additional efforts in addressing view-changing challenges. 

2.2. Hand crafted appearance-based methods 

The problem of known and unknown covariates was tackled in Ref. [14] using a simple CNN model for known covariates and 
employing discriminative feature learning-based classification using Haralick texture features, Local Binary Patterns (LBP), and 
Histogram of Oriented Gradients (HOG) as features and SVM, Random Forest, and Multi-layer Perceptron as classifiers for unknown 
covariates. Although the findings were good, but in this method, the user had to pick the covariate areas each time. A Gaussian Process 
(GP) classification architecture was proposed to approximate the viewpoint of each probe gait sequence. At various view angles, gait 
sequences were captured, and then to measure their similarity, Canonical Correlation Analysis (CCA) was used to design the corre-
lation of gait sequences from multiple viewpoints. In contrast, correlation strength was used as a similarity measure [23]. A strategy to 
address model overfitting due to less training data was proposed by treating it as a bipartite ranking problem and getting inputs from 
multiple datasets, making it robust for covariate conditions [24]. Researchers introduced a discriminant locally linear embedding 
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(DLLE) architecture to extract gait features while keeping the native manifold structure [25]. A simple approach was proposed in 
Ref. [26], which directly extracted features from GEIs by utilizing two subspace learning techniques: discriminant analysis with tensor 
representation (DATER) and coupled subspace analysis (CSA). Two temporal fusion methods, i.e., image-level fusion and feature-level 
fusion, were explored to obtain feature representations from a sequence [27]. However, they only achieved 73 % accuracy, and 
covariates were not handled. Image-level fusion combines information from multiple frames at the image level, while feature-level 
fusion combines extracted features. In Ref. [28], GEI was divided into eight different sections while assigning different weights to 
covariate and normal regions. A similar strategy was used in Ref. [29], where human body representation was divided into equal parts, 
and based on the feature similarity in gait parts, weights were assigned to each part. Likewise, in Ref. [30], a novel method is 
introduced for gait recognition by dividing the body into segments and identifying effective parts using EnDFT features. It reduced data 
dimensionality by discarding less effective parts and applying PCA to each effective part. The approach combined individual part 
distances for classification, outperforming whole-based methods in handling challenging factors like clothing achieving an accuracy of 
77 %. 

2.3. Automated appearance-based methods 

In [31], a novel model is proposed referred to as GEINet consisting of four layers, of which two are convolutional and two are fully 
connected layers, as it learns gait representation features directly from GEIs while using Softmax loss as its optimizing function. A 
similar approach was used in Ref. [32], which used multiple pooling and convolution layers to extract gait templates from unordered 
silhouettes while using batch-all triplet loss for optimization. A deep neural network was introduced in Ref. [33]. It used a framework 
(TS-CNN) consisting of a two-stream CNN architecture that matches mid-level features by learning similarities among GEI pairs, which 
it takes as input for recognizing gait at the top layer while having six layers. However, it only worked on normal walk sequences. 

Similarly, researchers introduced a part-based network known as Gait Part, which focuses on different body parts’ micromotion and 
their representation [34]. Transfer learning uses knowledge from already-learned networks; for instance, in Ref. [35], a framework is 

Table 1 
Literature review of latest state-of-the-art methods.  

Author Dataset Method Performance Covariates 
Handling 

Drawbacks 

Zhang et al. 
(2019) 
[27] 

CASIA-B The combined CNN approach was used to 
obtain feature representations from 
sequences through image and feature 
level fusions. 

73 % Accuracy No Covariate Conditions are not 
handled 

Liao et al. 
(2020) 
[17] 

CASIA-B 
and 
CASIA-E 

PoseGait is proposed in which shapes and 
pose sequences are extracted directly 
from the human model. 

93.4 % Accuracy for Normal walk 
and 80.7 % under covariate 
conditions. 

Yes Computationally expensive 
being the model-based method 

Li et al. 
(2021) 
[18] 

CASIA-B 
and OU- 
MVLP 

End-to-end model is proposed for cross- 
view gait identification method using 
posture sequences and shape features 
derived from a human model. 

The average recognition rate is 
49.72 % for carrying conditions 
and 96.62 % for normal conditions. 

No Did not handle covariates and 
was computationally 
expensive. 

Chao et al. 
(2021) 
[32] 

CASIA-B 
and OU- 
MVLP 

GaitSet model is proposed on basis of 
CNN to extract gait templates from a set 
of unordered silhouettes. 

85.9 % accuracy on OU-MVLP 
dataset and 93.45 % average 
accuracy for normal walk and 70.3 
% for coat wearing sequences on 
CASIA-B datasets 

Yes Speed conditions were not 
tested. 

Saleem F. 
et al. 
(2021) 
[35] 

CASIA-B NasNet Mobile and the Inception-Resnet- 
V2 model are used for training, as well as 
a three-step improved whale 
optimization approach to choose the best 
features. 

Average Accuracy of 89.0 % No Did not handled covariate 
conditions 

Hawas 
et al. 
(2019) 
[43] 

CASIA-B The optical flow of GEI is used to extract 
static and moving features, which are 
then input into CNN for classification. 

Average Accuracy of 95 % No Only identified normal gait 
sequences, not covariate 
conditions. 

Yao et al. 
(2021) 
[22] 

CASIA-B Proposed a hybrid gait recognition 
technique combining Skeleton Gait 
Energy Images (SGEI) and Gait Energy 
Images (GEI). 

Average Accuracy of 38 % for 
Covariate Conditions 

Yes When considering coat 
wearing conditions and 
different camera viewpoints, it 
performs poorly. 

Su et al. 
(2020) 
[40] 

CASIA-B 
and OU- 
MVLP 

Introduced a novel Center-ranked loss for 
gait recognition, integrating information 
from positive and negative samples. 

Average Accuracy of 93 % for 
normal and 65 % for covariate 
conditions 

Yes Complexity increases with 
batch size producing 
scalability challenges. 

Bukhari 
et al. 
(2021) 
[14] 

CASIA-B 
and OUR- 
ISIR 

For known covariates, they utilized a 
basic CNN model, whereas for unknown 
covariates, they features are extracted 
using hand-crafted methods followed by 
using SVM, Random Forest, and MLP 
classifiers. 

Average Accuracy of 96.75 % for 
normal and 90.32 % for covariate 
conditions 

Yes Manually selected body parts 
as static and dynamic regions 
for covariate recognition  
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proposed that uses transfer learning for feature extraction. It used NasNet-Mobile and Inception-Resnet-V2 models for training pa-
rameters and a three-step enhanced whale optimization algorithm for best feature selection, but the technique only considered known 
covariate conditions. An event-based gait recognition method known as EV-Gait was proposed by Ref. [36], which was prone to noise 
in sensory images and used deep neural networks for gait recognition from streams of events. A deep neural network was proposed by 
Ref. [29], which learns compact and discriminative representations from silhouettes. A joint CNN method was adopted, which pro-
duced excellent training, testing, and storage results for gait analysis [27]. 

A novel framework for person re-identification is proposed, aiming to overcome covariate changes by fusing appearance and gait 
features [37]. The framework consists of a two-branch model. Firstly, appearance features are extracted from a video sequence using 
ResNet50, and average pooling is applied to aggregate these features. Secondly, an improved gait representation is designed to capture 
the person’s motion information while mitigating the impact of external covariates. A convolutional neural network (CNN) was 
proposed for gait recognition during COVID-19 by Ref. [38], which used a parallel CNN architecture during verification. The proposed 
approach introduces a gait recognition technique that utilizes a multi-layer CNN [39]. Moreover, in Ref. [40], a novel Center-ranked 
loss is introduced for gait recognition, integrating complete information from positive and negative samples. By employing this loss 
function in a simple model, it produced good results on CASIA-B and OU-MVLP datasets, particularly in cross-view scenarios and under 
different conditions. However, the loss function’s complexity increases quadratically with batch size, posing scalability challenges, 
although mitigated by an alternative optimization solution. 

For handling multiple covariates, researchers in Ref. [41] introduced an autoencoder that removes invariant gait features. Variable 
covariate conditions can also be handled using generative adversarial networks (GAN) in gait recognition. An adversarial network 
known as GaitGAN was introduced by Ref. [42], which removes covariates by generating different feature maps using two discrim-
inator models. Table 1 shows current work on gait identification under normal and covariate settings using the CASIA dataset. 

Gait recognition is challenging due to a lack of subject cooperation, making it susceptible to varying covariates across body parts, 
such as bags and long coats. According to the aforementioned literature research, typical machine learning approaches do not perform 
well under strict covariate settings since they are initially trained on one covariate and tested on other covariate conditions [26,27]. 
Similarly, the model-based techniques are computationally very complex and need greater computational cost in terms of memory and 
modeling. Some studies additionally work on 3D data, which incurs higher costs as compared to standard approaches [17,18,21]. 
Regions with covariate conditions pose a challenge for deep learning models during the automated feature learning stage owing to 
intra-class variability. Deep learning models cannot handle stringent covariate challenges since they can integrate information from 
both static and dynamic areas [14]. Therefore, the identification and handling of covariate regions remain an open research area for 
end-to-end gait recognition systems. 

3. Methodology 

The proposed framework for end-to-end gait recognition depicted in Fig. 2, aims to leverage the extraction of both dynamic and 
static regions. By generating a GEI, a comprehensive representation of the gait patterns is obtained. To effectively capture the 
discriminative information from the GEI, the model employs parallel filters. These filters operate concurrently on the image, extracting 
feature maps from both static and dynamic areas. 

3.1. Gait energy image (GEI) 

Gait Energy Image (GEI) is one of the primary gait representations used in the majority of extant research. The GEI will be 
calculated from human silhouette sequences using the method proposed in Ref. [44]. All the image frames should have the same size 
and alignment; hence, size normalization and horizontal alignment will be applied first. Following this, GEI will be calculated from gait 
cycle silhouettes using the equation below. 

Fig. 2. Pictorial representation of the proposed framework.  

B. Ali et al.                                                                                                                                                                                                              



Heliyon 10 (2024) e32934

6

G(x)=
1
F
∑F

f=1
I(x, y, f), (1)  

where F represents the total number of frames per gait cycle in Equation (1), both x and y represent the pixel coordinates of the 
silhouette image I, and f shows the frame number in a gait cycle. Areas that have high intensity represent static areas with not much 
movement across frames, and they provide feedback regarding the shape and stance of the body. While the regions with low intensity 
represent dynamic areas that tend to change, like movement while walking [44], the static parts provide vital information when 
identifying a human. However, they vary when subjected to covariate conditions, such as wearing a bag. In contrast, dynamic regions 
are not changed much in covariate conditions, making them contain the most crucial information of a GEI as the common covariate 
conditions like change in clothing or carrying do not affect them, which is normally the typical covariate condition. Therefore, in the 
presence of variable covariate conditions, dynamic regions are crucial for identifying humans. Static areas, like hairstyle and body 
structure, also provide handy information for human identification but are open to change in covariate conditions. 

3.2. Convolutional neural networks (CNNs) 

CNNs have a unique architecture that incorporates convolutional layers, pooling layers, and fully connected layers. The con-
volutional layers use filters to extract features from the input data, enabling the network to learn hierarchical representations. The 
pooling layers reduce the spatial dimensions of the feature maps, aiding in capturing important features regardless of their precise 
locations. Finally, the fully connected layers connect the extracted features to the output layer for classification or regression. In our 
approach, the grayscale GEI is used as an input with dimensions of 240 × 240 × 1, feeding into the first layer of our CNN. The CNN 
model consists of 12 layers, with five convolutional layers. The first layer of CNN contains three 3 × 3 filters running in parallel on 
three horizontal parts of the input. The features from all three kernels are then concatenated to make a feature map, which is further 
fed to the next convolution and pooling layers. The new feature map will be the same size as the input. The network’s weights are 
updated iteratively using a batch size of 4 and the "Adam" optimization algorithm. Although all kernels are changed, those changes are 
so minor that when writing in a single decimal, the values remain almost the same. The resulting feature maps for the last four 
convolutional layers are 16, 32, 64, and 124, respectively, obtained by applying filters to convolve the input image. Throughout the 
architecture, the LeakyRelu activation function is employed. 

f(x)=
{

x, x > 0
0.05x, else (2) 

Additionally, the traditional value of 0.01 × x in the LeakyRelu activation function is modified to 0.05 × x in our proposed study, as 
shown in Equation (2). To reduce the spatial dimensions of the input, max pooling with a 2 × 2 window size is utilized. The fully 
connected layer takes the resulting information volume and outputs an n-dimensional vector, where n corresponds to the number of 
classes to be classified. The final output represents the class labels generated by these fully connected layers. It is worth mentioning 
that the initial convolutional layer filters the input images of size 240 × 240 × 1. Subsequently, the output is split into three regions, 
each of size (80, 240, 1), covering distinct sections of the image. Convolution operations are then performed on each region with 
specific kernels, preserving their respective sizes of (80, 240, 1). These regions are merged back into a single tensor, resulting in an 
output shape of (240, 240, 1) followed by applying convolution and LeakyRelu activation resulting in a (238,238,16) feature maps. 
Later on, max-pooling with a (2, 2) window size, halving the spatial dimensions and yielding an output shape of (119, 119, 16). In the 
next step, another convolutional layer with 32 filters using a (3, 3) kernel is applied, followed by max-pooling, reducing the feature 
map size to (58, 58, 32). Afterward, a subsequent convolutional operation with 64 filters using a (3, 3) kernel followed by (2,2) pooling 
maintains the feature map size at (28, 28, 64). In the last, the final convolutional layer with 124 filters with a (3, 3) kernel and 
subsequent max-pooling produces feature maps of size (13, 13, 124). The feature maps are then flattened into a 1D vector comprising 
20,956 features, serving as input to a fully connected (FC) layer with 1024 neurons, resulting in an output shape of (1024). Following 
on, the last layer is the classification layer, which has 124 output units (i.e. equal to the number of classes) and uses softmax activation 
to assign probabilities to each input and calculate the loss. CNN’s learning rate is set to 0.001, the number of epochs is 50, and the 
kernel size in all convolutions is 3 × 3. To prevent overfitting, dropout layers with a rate of 0.5 are added to the model. 

The dynamic regions are more responsible for features that could recognize an individual’s gait if compared with static regions, 
however, the static regions in a GEI have pixel values near the upper bound, which is 255, because when all silhouettes are averaged, 
the parts not moving all have the same value, hence producing output near 255 or white in the case of static areas. Similarly, the areas 
of the body that move the most during body movement give gray areas as output when silhouettes are averaged. Legs can be classified 
as the region that moves the most during a walk, generating the most important dynamic gait features; arms can also be classified as 
dynamic regions because of movement. However, the torso exhibits static features as it remains idle during movement relative to the 
viewpoint. Thus, three filters are designed to suppress static features while enhancing features from dynamic areas. The kernels are 
designed to accommodate both static and dynamic regions. The upper part of GEI consists of the head and shoulders, which do not 
contribute much to gait analysis being the static areas; thus, a kernel is designed to retain the features without giving them high weight. 
The middle kernel is designed so that it only encapsulates very limited information due to the majority of the area being static. 
Similarly, the lower third part contains the most critical information about dynamic regions of the image; hence, a kernel needs to be 
designed to extract those values from feature maps. This concatenated feature map is then used for further feature learning and 
extraction. The details of the three kernels are given below. 
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3.2.1. Kernel 1 
The upper third consists of the head and shoulders, which move very little during a walk; hence, kernel one is designed to minimize 

the feature values. It does not neglect these features completely but dims the region of the input image to minimize the values in this 
part of the feature map. 

Kernel 1=

⎡

⎣
− 1 0.1 0.5
− 1 1.5 0.5
− 1 0.1 0.5

⎤

⎦ (3) 

The values for kernel one is shown in Equation (3). It also works as a weak edge detector as the person moves from right to left. 

3.2.2. Kernel 2 
The middle part consists of the torso and arms, where the torso remains idle, and the arms move to and fro, hence the static and 

dynamic areas. When covariates are present, i.e., bags and coats, mostly only one side of arm movement is visible in GEI, and the other 
side gets mixed with the covariate region, making it one. When a person moves in either direction, the part of the arm associated with 
the dynamic area is the one in front of him, and the one on the backside is associated with the static area. 

Kernel 2=

⎡

⎣
− 2 0 2
− 2 0 2
− 2 0 2

⎤

⎦ (4) 

Kernel two is designed in such a way, as shown in Equation (4), to detect edges from left to right. In the dataset, the candidates are 
moving from right to left; hence, there is a need to design a filter containing only the forward arm part and minimize other features. 
Thus, an edge detector kernel is used, which will only contain areas covering forward arm motion. 

3.2.3. Kernel 3 
The lower third part is the most important feature as it contains legs, the most dynamic region in a GEI. 

Kernel 3=

⎡

⎣
− 0.4 − 0.6 − 0.4
− 0.6 5.2 − 0.6
− 0.4 − 0.6 − 0.4

⎤

⎦ (5)  

Hence, the above kernel, as shown in Equation (5), is designed such that it enhances certain gray-level values, which represent dy-
namic regions, and minimizes the gray levels that are not dominant. 

3.3. Concatenating kernels 

When the input image is convoluted by these three parallel running kernels, whose output is concatenated to make a new feature 
map, the next layers learn from that feature map, giving more importance to dynamic areas and less weight to static areas. The new 

Fig. 3. Example of the original image is provided in the first row and the resultant images produced from the concatenated feature map is provided 
in second row. 
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feature map, a kernel-fused map or image, will be of the original image size and produced by combining all three kernel values. This 
updated feature map will include revised values in all three sections of the original image feature map. Although the kernel values and 
resultant feature map were updated after every iteration, due to minor changes, the kernel values, when written with one decimal 
point, almost remained the same. An example of the original and resultant images that should be produced from the feature map after 
the first layer is given below in Fig. 3. 

This convolutional process enhances the understanding of the input image by applying three kernels. The frames are fed to the 
model sequentially with a customized approach where the input image is divided into three regions, each convolved separately with 
specific kernels before being merged back into a single tensor. This design likely aims to capture different features from various parts of 
the image. The resulting outputs from all kernels are then concentrated, creating a new feature map. As the network progresses to 
subsequent layers, it learns from this feature map, emphasizing dynamic regions that undergo significant changes over time. However, 
static areas are assigned relatively lower weights, as they tend to remain consistent throughout the gait sequence. The kernels are 
updated after each iteration in order to minimize the loss. This hierarchical learning approach enables the model to effectively 
distinguish and prioritize the dynamic components, ultimately leading to improved accuracy and robustness in gait recognition. 

4. Experimental setup and results 

4.1. Dataset 

The proposed framework is evaluated using a widely used benchmark dataset, CASIA. This dataset provides a comprehensive 
collection of gait sequences captured under various conditions, including normal and covariate conditions. By leveraging this dataset, 
the framework can be rigorously tested, and its performance is assessed. The CASIA dataset consists of many subject images, with 
19,139 images available for analysis. To ensure diversity, the dataset is divided into three subsets: A, B, and C, each serving a specific 
purpose in evaluating gait recognition algorithms [45]. CASIA subset A comprises normal walk sequences of 20 subjects. This subset 
allows for assessing the proposed framework’s performance under ideal conditions where subjects walk without additional factors or 
covariates. Subset B of CASIA, conversely, includes walk sequences of 124 subjects with variations in clothing, such as coats and 
carrying bags. This subset challenges the framework to handle the presence of different attire and items carried by individuals, 
simulating real-world scenarios. Lastly, CASIA subset C provides normal walk sequences for 153 subjects, covering different walking 
speeds and even including scenarios where subjects are walking with a bag. This subset introduces variations in walking patterns and 
behavior, pushing the framework to accurately recognize individuals even in challenging conditions [46]. The rationale for utilizing 
this dataset is that it comprises a varied variety of covariate conditions, such as subjects carrying bags, coats, and videos at varying 
walking speeds. These covariate variables provide real-world complexity and challenges that are common in realistic conditions, 
increasing the dataset’s representativeness and the robustness of any models trained on it. In Ref. [14], the CASIA dataset is employed 
for recognizing normal as well as covariate gait sequences by employing Haralick texture features while in Ref. [46] CASIA A is utilized 
for recognizing normal walk sequences. Similarly, in Ref. [32] CASIA A for recognizing normal gait, and the CASIA B is utilized for 
coat-wearing gait sequences. Furthermore, the data was collected in a controlled environment, assuring consistency in lighting and 
background conditions. This controlled setup helps preserve data quality and allows for successful training and assessment of 
algorithms. 

4.2. Results and discussion 

All experiments for this research were conducted on Google Colab using Python, utilizing a two-core CPU running at 2.2 GHz and 
13 GB of RAM. The evaluation metric employed in this study was accuracy. The proposed methods were assessed on a standard CASIA 
gait dataset, considering various cooperative and strict covariate conditions. The results are presented in two sections: gait recognition 
performance under known covariate conditions and gait recognition performance under strict covariate conditions. 

4.2.1. Gait recognition performance under the known covariate conditions 
This section focuses on gait recognition results when considering cooperative individuals without covariate conditions. In gait 

recognition research, it is important to consider known covariate conditions, where the walking conditions in the gallery set are 
identical to the probe set or a subset. This scenario focuses on training and testing models on similar or identical types of covariates. For 
instance, a model trained on normal walking sequences can be tested on the same sequences, resulting in known covariates. Another 
example is to train a model using gait data acquired while wearing a coat and then test it under similar conditions. The GEI images were 

Table 2 
Performance of traditional CNN and custom kernel CNN on normal conditions.  

Gallery Probe CNN Accuracy Custom Kernel CNN Accuracy 

Normal Normal 90.33 % 95.00 % 
Normal to Coats Normal 87.00 % 94.00 % 
Normal Speed Normal Speed 99.00 % 99.67 % 
Fast Speed Normal Speed 93.00 % 97.38 % 
Slow Speed Normal Speed 94.00 % 96.73 %  
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put directly into a CNN algorithm and assessed using a customized kernel model, the features of which were then concatenated to 
create a new feature map, yielding very accurate results as shown in Table 2. The feature map and kernel values are modified after 
every run to reduce loss. Although we employed customized kernels, a basic CNN may provide acceptable outcomes with known 
covariates. Table 2 compares the accuracy of the standard CNN with a suggested custom kernel CNN. Notably, speed is not taken into 
account as a strict covariate condition since differences in walking speed have no substantial effect on the human body shape. Fig. 4 
depicts the model’s accuracy for speed changes, whereas Fig. 5 depicts the model’s loss for speed variations. The model was trained on 
normal and evaluated on normal, fast, and slow walk sequences. Strict covariate conditions are limited to bag and clothing variations. 
Although the custom kernel-based method achieved higher accuracy, this also supports the notion that GEI is effective for gait 
recognition under normal circumstances. However, it is important to note that the performance significantly deteriorates in the 
presence of covariate conditions, as widely reported, making the custom kernel model a more suitable choice in such scenarios. 

Table 3 compares the performance of the proposed method with existing approaches to gait recognition, focusing on the ability to 
recognize individuals without considering covariates such as bags, clothing, etc. By evaluating the proposed deep learning method 
against the existing work, the study aims to provide insights into its potential advantages and limitations in gait recognition under no 
covariate conditions. Our experimental findings demonstrate that our proposed method outperforms existing approaches to handling 
non-covariate conditions. These results lead to an important conclusion: a straightforward implementation of GEI with deep learning 
can address non-covariate conditions effectively and does not need a custom kernel-based method. 

4.2.2. Gait recognition performance under strict covariate conditions 
This section discusses the findings obtained under strict covariate conditions, where the gallery and probe sets do not overlap in 

terms of walking scenarios. To solve the issues created by these covariate scenarios a straightforward approach is taken. It involves 
eliminating only relevant and important regions of interest (ROIs) from the GEI (Gait Energy Image) or giving priority to dynamic 
areas. This selective extraction allows us to focus solely on the common parts shared by the GEIs of both the gallery and probe sets. 
Table 4 presents the outcomes for the CASIA dataset, where training is conducted solely on normal GEIs while testing is carried out 
separately on bag and coat GEIs. It is evident from Table 4 that traditional CNN struggles to produce satisfactory results when strict 
covariate conditions are present. Table 4 also includes a comparative analysis between traditional CNN and a custom kernel-based 
CNN, and this shows that proposed custom-kernel CNN model performs better than traditional CNN. The reason for this improve-
ment is that proposed model intends to eliminate the features causing degradation in performance i.e. features resultant from covariate 
regions. The proposed model employs three custom kernels to emphasize those features which are discriminative enough to be utilized 
for gait recognition. The regions including covariate factors such as bags are eliminated and ignored through custom kernels, and they 
only extract features from non-covariate regions while the traditional CNN-based method extract features including covariate regions 
which make feature set less discriminative to be utilized for accurate gait recognition. 

Figs. 6 and 7 illustrate the model’s accuracy and loss when evaluated under strict covariate settings, including bags and coats. When 
bags are included as covariate conditions, the model’s overall training and validation accuracy improves as the epoch’s progress. 

Fig. 4. Model accuracy over speed variations.  
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Similarly, when dealing with coat-wearing scenarios the model shows a rapid decrease in both training and validation loss, indicating 
effective learning. 

To assess the effectiveness of our method, we compared our results with techniques designed for strict covariate conditions. Our 
findings demonstrate that incorporating bag or coat sequences in the gallery set can yield favorable results. This set was particularly 
evident in our first experiment, where we used GEI with CNN and achieved impressive outcomes. Moreover, we compared only 
available data without employing data augmentation techniques. Table 5 shows that our method produced comparable findings with 
respect to cutting-edge methods, showing good performance across a variety of criteria, particularly for unknown covariate factors i.e. 
wearing bags. By prioritizing dynamic regions and suppressing static ones, the model efficiently captures discriminative information, 
resulting in increased accuracy. The experimental findings show higher performance, particularly under severe covariate circum-
stances such as bags and coats. This demonstrates its ability to solve difficult challenging conditions and compete effectively. 

5. Conclusion 

Covariate variables, such as carrying and wearing conditions, variances in walking speed, and variations in camera viewpoints, can 
all have an impact on gait recognition system performance, potentially resulting in lower accuracy. Traditional machine learning 

Fig. 5. Model loss over speed variations.  

Table 3 
Comparison between different techniques in the literature for normal conditions.  

Authors Technique Covariate Average Accuracy 

Hawas et al. [43] Deep Learning No 93.50 % 
Liao et al. [17] Deep Learning No 63.78 % 
Lishani et al. [47] Deep Learning No 92 % 
Wu et al. [48] Deep Learning No 95.96 % 
Proposed Method Deep Learning Yes 96.56 %  

Table 4 
Comparison between traditional and custom kernel CNN for covariate conditions.  

Gallery Probe CNN Accuracy Custom Kernel CNN Accuracy 

Normal Bags 83 % 90 % 
Normal Coats 52 % 58 %  
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methods perform poorly under stringent covariate situations because they are trained on handcrafted features. As a result, this paper 
proposes a unique deep learning strategy for detecting subjects with covariate conditions, which extracts feature maps using a CNN by 
employing customized kernels on distinct image regions followed by concatenating these feature maps to make a fused feature map. 
More precisely, the proposed method determines static and dynamic areas of interest where static areas contain covariates, and then 
features will be learned from the dynamic regions unaffected by covariates to recognize the individuals efficiently. Three 3 × 3 kernels 
are proposed in the first layer of the CNN to propose regions of interest having covariate conditions from GEIs, as these regions exhibit 
more information about the gait pattern of the subject. The experiment was conducted on the CASIA dataset, and the findings show 
that identifying individuals wearing bags had 90 % accuracy, while those wearing coats had 58 % accuracy, indicating an 
improvement over earlier deep learning approach. The suggested technique addressed covariates with bags with 90 % accuracy but 
only 58 % accuracy for covariates with coats; however, the loss can be lowered in future work by employing transfer learning ap-
proaches. In future research, dedicated efforts can be made to design a standard architecture that seamlessly integrates transfer 
learning and reinforcement learning, enabling robust gait recognition that handles all covariates. 
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