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Summary

Replay of hippocampal place cell sequences has been proposed as a fundamental mechanism of 

learning and memory. However, the standard interpretation of replay has been challenged by 

reports that similar activity is observed before experience (“preplay”). By this account, pre-

existing temporal sequences are mapped onto new experiences, without learning sequential 

structure. Here we employed high density recording methods to monitor hundreds of place cells 

simultaneously while rats explored multiple novel environments. While we observed large 

numbers of synchronous spiking events prior to experience, they were not temporally correlated 

with subsequent experience. Multiple measures differentiated pre-experience and post-experience 

events, that taken together defined the latter but not the former as trajectory-depicting. The 

formation of events with these properties was prevented by administration of a NMDA-receptor 

antagonist during experience. These results suggest that the sequential structure of behavioral 

episodes is encoded during experience and re-expressed as trajectory events.

Introduction

Hippocampal replay is a phenomenon that occurs mainly during sharp-wave/ripple (SWR) 

events in the hippocampal LFP, in both awake and sleep states, in which place-responsive 

neurons are active in precise sequences1-5. Sequences can reflect previous behavioral 

trajectories3 but also future behavioral trajectories to remembered goal locations6, and SWR 

disruption studies indicate roles in both retrieval and consolidation of memory7-9. These 

functions may critically support the well established hippocampal roles in navigation 10,11, 

and episodic memory 12-15.

The standard interpretation is that replay arises from the sequential ordering imposed on 

place cells by behavioral experience as an animal moves around16-18, suggesting a memory 

mechanism16-19. However, it was recently reported that neuronal sequences recorded prior to 
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experience matched the sequential order in which neurons responded subsequently20-22. 

This “preplay” was reported to occur on the same temporally condensed timescale as replay. 

The interpretation was that the hippocampus utilizes preexisting temporal sequences to 

structure the recruitment of cells during behavior. However, an unexpected corollary is that 

there is no reason to distinguish replay and preplay. Thus, the observation of preplay 

challenges the notion that replay sequences are learned from experience23.

In order to investigate the dependence of place-cell sequences on experience and on 

molecular mechanisms associated with learning, we developed an experimental approach 

combining several features. First, we focused on exploration of novel environments, since 

novelty promotes both synaptic plasticity and learning. Second, we focused on the simple 

behavior of running on linear tracks. This hippocampus-independent behavior reliably drives 

place field responses and offline place-cell sequences (eg 3,5), while allowing the 

manipulation of molecular mechanisms against a constant behavioral background. Third, we 

used high density recording methods in order to maximize the number of units recorded 

across multiple environments, and across multiple days, and combined this methodology 

with delivery of a highly selective NMDA receptor antagonist, to probe the contribution of 

molecular mechanisms associated with memory formation.

Results

To investigate the role of experience in the encoding and retrieval of spatial memory, we 

applied high density electrophysiological recording techniques while animals engaged in 

exploration of three novel spatial environments in succession. A miniaturized microdrive 

holding 40 independently adjustable tetrodes (160 channels) was implanted in four rats, with 

tetrodes targeted bilaterally to dorsal hippocampal area CA1. Across multiple recording 

days, spike data, local field potentials and behavioral position data were collected, and on 

average 61 (s.e.m=4.6) putative excitatory hippocampal neurons with place fields were 

isolated for each recording epoch5. Each recording day (Fig. 1a) began with a rest period 

(“Sleep 1”) followed by exploration of a novel track (“Run 1”), immediately after which 

followed a second rest period (“Sleep 2”), followed by two additional novel tracks (“Run 2” 

and “Run 3”), and a final rest period (“Sleep 3”). The Sleep 2 period was designed to allow 

the uptake of a drug injected systemically at the beginning of the period, however our initial 

analyses were restricted to non-drug or saline periods. For each track, firing rate as a 

function of position was calculated for each active unit to define its place field for that track. 

For saline sessions, comparison across tracks demonstrated that place cells completely 

remapped from track to track (Figure 1b; Supplementary Figure 1), while running speeds 

and firing rates were the same for all three tracks (Supplementary Figure 2 and 3).

Absence of temporally sequenced events prior to experience

Candidate population events were identified as periods of increased spike density across all 

recorded units (figure 1c), restricted to times when the animal's speed was below 5 cm/s (see 

Methods). 86% of candidate events occurred when the animal was at the top or bottom 1/5th 

of the track, which was where the animals tended to pause to consume food, groom, rest and 

turn around. Previous reports of preplay utilized measures of the correlation within 
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candidate events between the times of spikes and the rank ordered place field positions of 

the cells that produced them, as measured during subsequent behavioral testing. Therefore, 

we initially examined the same measure (Spearman's rank order correlation; see Methods). 

The histogram of correlations for Sleep 1 candidate events was compared to the histogram 

for 5000 shuffled data sets, normalized by the number of shuffles (figure 1d). However, there 

were two alternative methods in the implementation of this procedure, and we considered 

both. Because there were two running directions on the track, and given the directionality of 

place cells on the linear track, therefore there were two separate templates available to 

calculate a rank correlation for each candidate event.

In the first method, we considered both directional templates, generating 2 × the number of 

candidate events for the actual data, and 2 × 5000 × the number of candidate events for the 

shuffles. As shown in the upper panel of figure 1d, the histograms of the actual data, and of 

the shuffles normalized by the number of shuffles, were both unimodal and centered on zero, 

and appeared to completely overlap. The similarities of the two histograms were evaluated 

via four different statistical tests. We first proved that the absolute values of the correlations 

in the actual data and the shuffled data came from distributions with equal variances 

(Levene's test of homogeneity of variance: p=0.44). We then reported that the absolute 

values of the correlations were no greater in the actual data than in the shuffled data 

(median: 0.174 versus 0.172; one-tailed Wilcoxon rank-sum test, p=0.08). Finally we 

assessed the flanks of the distributions of the absolute values of correlation between the 

actual data and the shuffled data. The actual data did not have longer tails that associate with 

greater absolute values of correlation than the shuffled data (one-tailed Kolmogorov-

Smirnov test: p=0.122; Monte-Carlo P-value>0.1 with criteria of absolute correlation >0.5 

or 0.6 or 0.7, see Methods).

In the second method, we considered only the directional template for each candidate event 

that maximized the absolute correlation. We likewise chose the best template for each 

shuffle. Thus there were 1 × the number of candidate events for the actual data, and 1 × 5000 

× the number of candidate events for the number of shuffles. As shown in the lower panel of 

figure 1d, in this case both the actual and normalized shuffle histograms were bimodal, with 

peaks pushed away from zero, due to systematic maximization of the absolute correlation by 

selecting the template with the largest absolute value. However, these histograms again 

appeared to overlap completely, and the absolute values were again statistically no greater in 

the actual data than in the shuffled data (median: 0.245 versus 0.258; one-tailed Wilcoxon 

rank-sum test, p=1) with equal variances (Levene's test of homogeneity of variance: p=0.77). 

The absolute values of correlation did not have longer tails in the actual data than in the 

shuffled data (one-tailed Kolmogorov-Smirnov test: p=0.998; Monte-Carlo P-value>0.9 with 

criteria of absolute correlation >0.5 or 0.6 or 0.7, see Methods).

The above results demonstrate the importance of using matching procedures for actual and 

shuffled data, since the shapes of the distribution differed greatly depending on the method. 

With neither method did we observe, as in the original reports, a bimodal actual distribution 

and a unimodal shuffle distribution, with numbers of events equal to 1 × the number of 

candidate events and 1 × the number of shuffles × the number of candidate events, 

respectively. These numbers suggest that in the original preplay papers a choice of template 
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was made for each event, but the unimodal shuffle distribution is inconsistent with this 

procedure. We conducted several further tests on our data to control for possible deviations 

from the original reports. Our results were not changed when the numbers of cells were 

subsampled to match the numbers of cells in the original reports (Supplementary Figure 4a). 

Furthermore, while it might be argued that poor cluster quality might account for our 

negative finding through the introduction of noise, we in fact determined that the great 

majority of the units were well clustered, using the L-ratio test (Sleep 1: 435/442, 98%; 

Supplementary Figure 4b; see Methods). We additionally subsampled from the population to 

include only those cells with an L-ratio less than or equal to the mean value, with no change 

in the result (Supplementary Figure 4c).

Trajectory events observed after experience

Given the absence of structure during Sleep 1 that anticipated the subsequent ordering of 

place fields on the track, we hypothesized that experience led to the establishment of new 

structure in the activity of place cells during population spiking events. To better analyze this 

structure, we applied Bayesian position decoding24 (see Methods) to candidate events 

divided into non-overlapping 20ms time bins, and examined the properties of the decoded 

position posterior probabilities within each candidate event for both Sleep 1 and Run 1 

(figure 2). Note that both sets of decoded events used the same cells, with the same place 

fields (those measured during Run 1), in order to understand how the structure of activity 

changed as a function of experience. We first visualized, for one session, the best positively 

and negatively correlated candidate events, for Sleep 1 (figure 2a) and for Run 1 (figure 2b). 

The structure of the events differed strikingly between the two epochs, with Sleep 1 events 

exhibiting no discernible patterns while Run 1 events exhibited clear line-like depictions of 

trajectories from one end of the track to the other. We then quantified, for all the Sleep 1 

(figure 2c, red) and Run 1 (figure 2c, blue) candidate events from all sessions, six different 

measures of sequence structure: (i) the weighted correlation, defined as Pearson's product-

moment correlation weighted by the decoded posterior probability25 (see Methods); (ii) the 

maximum jump distance within each event between two successive estimates of peak 

position; (iii) the slope of the best linear fitted trajectory of the posterior probabilities24; (iv) 

the replay score24, which measures concentration of posterior probability within a line 

depicting a direct trajectory along the entire track; (v) the sharpness, defined as the amount 

of posterior probability concentrated near the peak; and (vi) the position occupancy, defined 

as the fraction of the track depicted by peak decoded posterior probabilities. These 

quantifications revealed systematic differences in structure between Sleep 1 and Run 1 

candidate events. The apparently small differences in slope and position occupancy 

suggested that it was not because Sleep 1 events represented static locations that they failed 

to produce correlated events. More strikingly, we found that Run 1 events were more 

correlated (positively or negatively), had smaller jumps, and were more sharply defined and 

more concentrated around the linear path along the track. A unifying account of these factors 

is that they are all properties of the depiction of trajectories through space, and so we 

hypothesized that Run 1 candidate events encoded trajectories along the track whereas Sleep 

1 candidate events did not.
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In order to test statistically the hypothesis of trajectory depiction for different tracks in 

different conditions, we developed an analysis that measured events in terms of the two 

strongest differentiating factors, correlation and jump distance, and varied them 

independently (figure 3). Specifically, we considered all combinations of two thresholds, one 

on the weighted correlation, and one on the maximum jump distance, and asked how many 

candidate events passed both thresholds, and compared this number to the distribution of 

numbers for 5000 shuffled data sets (using the column cycle shuffle, see Methods). This 

comparison yielded a matrix of significance values, as shown in figure 3a, for Sleep 1 (left 

matrix) and Run 1 (right matrix) events. Whereas neither threshold by itself separated Sleep 

1 and Run 1, except for very high values of the correlation threshold, the joint application of 

correlation and jump distance thresholds defined a quadrant-shaped region, where Sleep 1 

events were highly nonsignificant and Run 1 events were highly significant (green box, 

figure 3a). We defined these events as “trajectory events”.

We speculated that the upper left and lower right quadrants of the Sleep 1 matrix might 

correspond to spurious significance that was not indicative of pre-existing spatial or 

temporal arrangement of place fields, but rather corresponded to alternative sources of non-

uniformity. To test this hypothesis, we generated data sets for which temporal structure was 

either absent by construction or removed, but in which other forms of structure were 

preserved. First, we hypothesized that non-uniformity in firing rates might have given rise to 

significance. Therefore we created Poisson spike trains for each cell for each Sleep 1 

candidate event, using for each cell the firing rate averaged across all candidate events 

(figure 3b, left). The resulting matrix bore a remarkable similarity to the actual Sleep 1 

matrix (figure 3a, left), particularly with respect to the lower-right correlated region, 

suggesting that the non-uniform distribution of firing rates might alone account for the 

pattern of significance in the Sleep 1 data. Second, we hypothesized that non-uniformity in 

the distribution of place fields might have given rise to significance. Therefore we generated 

shuffled candidate events, in which the time bins within each event were swapped randomly, 

while preserving within each time bin the distribution of posterior probabilities across 

positions (figure 3b, right). This shuffle also produced a similar pattern of significance to the 

actual Sleep 1 data. Together these analyses suggested that, when using Bayesian decoding, 

spurious events were likely to be found if analyzed using thresholds on either correlation or 

maximum jump distance alone.

We similarly analyzed activity in either Sleep 1 that would be related to Runs 2 and 3, using 

the templates from the respective runs (figures 3c and 3d). These data demonstrate the 

complete absence of trajectory depiction in Sleep 1 for any of the three subsequent tracks. 

We use the trajectory quadrant in the remainder of the paper, to quantify the extent to which 

trajectory events were observed, under various conditions (with the full set of matrices for 

all conditions given in Supplementary figure 5). We further considered a trio of specific 

threshold pairs close to the boundary of the trajectory quadrant (green stars in figures 3 thru 

7), that allowed us both to check the sensitivity of the quadrant boundary, and to sample 

from that part of the quadrant with the least stringent constraints and hence the greatest 

number of data points, and these significance values for all conditions in the paper are 

presented in Supplementary table 1.
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Trajectory event encoding was dependent on NMDA receptors

NMDA receptors have long been identified as a key mechanism underlying many forms of 

synaptic plasticity 26, that have been implicated directly in the formation of hippocampally 

dependent memories 15,27,28. We hypothesized that if the formation of trajectory events 

represents the encoding of memory, then it should exhibit a similar pattern of NMDA 

receptor dependence. We further hypothesized that because NMDA receptor blockade spares 

the retrieval of previously formed memories15,27-29, the retrieval of trajectory events should 

similarly be independent of NMDA receptor activation. To investigate these hypotheses, we 

injected the systemic NMDA receptor antagonist D-CPPene (Supplementary Figure 6) at the 

beginning of Sleep 2. D-CPPene, the most active enantiomerically pure competitive NMDA 

antagonist with increased potency and selectivity over other CPP derivatives, is effective for 

at least 3 hours at the dose used, thus well into Sleep 3 30,31. As for the previously described 

saline dose, D-CPPene administration did not significantly affect running speed, or average 

firing rates of the recorded neurons (Supplementary Figure 2, 7).

To first determine if NMDAR antagonism affected the hippocampal representation of space, 

we examined the place-selective firing characteristics of the recorded units. Place fields of 

cells under D-CPPene spanned the track as under saline (figure 4a, Supplementary Figure 8), 

however they were slightly more diffuse, as measured by sparsity32, compared to place fields 

during pre-drug exploration (Supplementary Figure 7). These very subtle effects on place 

field structure were in stark contrast to the effects of D-CPPene on trajectory depiction 

during candidate events. We examined candidate events occurring during stopping periods 

on the three novel tracks: Runs 1, 2 and 3. During Run 1, which was prior to the injection of 

drug, clear depictions of linear trajectories were evident in both groups (figure 4b). Indeed, 

both groups exhibited significance using the quadrant analysis of thresholds on correlation 

and jump distance defining trajectory events (figure 4e). By contrast, the best correlated 

events under D-CPPene lacked any apparent structure (figures 4c, d), while under saline the 

structure was equivalent to Run 1. Moreover, using the quadrant analysis of trajectory 

events, whereas under saline both Runs 2 and 3 were highly significant for trajectory events, 

under D-CPPene both runs were not significant (Figure 4 f and g). Thus, in the presence of 

D-CPPene in Runs 2 and 3, trajectory events were not observed, indicating that despite 

exhibiting relatively normal place fields, place cells were unable to organize in a sequential 

pattern reflecting the spatial memory of the running trajectory. To control for population 

differences in instantaneous place representation not captured by individual place fields, we 

performed Bayesian position decoding during running behavior 24. The error between the 

reconstructed position and the actual position was increased under D-CPPene (figure 5a, red 

lines, Kruskal-Wallis test: H(2)=3270.74, p<10-10), although position estimation was 

significantly better than chance (figure 5a, dotted black lines, Wilcoxon rank sum test: 

p<10-10 for all three runs). To determine if this position error alone could account for the 

absence of trajectory depiction in candidate events, we added noise to saline spike trains to 

match the position reconstruction error during running (figure 5a, blue lines; Supplementary 

figure 9, blue for original position reconstruction under saline; see Methods). In striking 

contrast to the real candidate events under D-CPPene, these degraded spike trains produced 

clear trajectories (figure 5b, middle and bottom rows) and significant trajectory depiction 

(figure 5c, middle and bottom rows). A similar pattern of results was observed when using a 
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subset of saline cells with diffuse place fields with sparsity more than 0.5 (Supplementary 

figure 10). Thus, although position representation during behavior was degraded somewhat 

under D-CPPene, this degradation did not account for the complete loss of trajectory-

depicting structure in D-CPPene candidate events.

Trajectory event retrieval was independent of NMDA receptors

To determine whether a distinction between encoding and retrieval existed for the effect of 

NMDA receptor antagonism on trajectory events, we examined decoded position during 

candidate events occurring in Sleep 3, using spike trains and place fields obtained from 

either Runs 1, 2 or 3. In this way we quantified the occurrence of trajectory events of Runs 

1, 2 or 3 during Sleep 3, while NMDA receptors remained blocked by D-CPPene or 

alternatively under saline (Fig. 6). Under saline, significant numbers of trajectory events 

were observed in Sleep 3 for all three prior experiences (Figs 6b-g, upper panels). Under D-

CPPene, consistent with the earlier results for awake replay, trajectory events were not 

observed in Sleep 3 for either post-injection Run (i.e. Runs 2 and 3; Figs 6c,d,f,g, lower 

panels). However, in striking contrast to these results, trajectory events of Run 1 were 

strongly observed in Sleep 3 under D-CPPene (Fig 6b, lower panel; Fig. 6e, lower panel). 

Thus, trajectory events were observed under the blockade of NMDAR-dependent synaptic 

plasticity, for behavioral episodes experienced prior to the blockade. This distinction 

between encoding and retrieval is further illustrated by examining the 30 minutes of sleep 

immediately preceding Run 2, or the 30 minutes immediately following Run 3 (Fig. 7). Each 

of these periods was immediately proximate to a period during which the presence of D-

CPPene prevented the encoding of new memory. For example, trajectory events were not 

observed in Run 2 under D-CPPene (Figs. 4c,f, lower panels), whereas by contrast during 

the 30 minutes immediately preceding, trajectory events of Run 1 were observed (Fig. 7, 

left-hand side). Likewise, whereas trajectory events were not observed during Run 3 under 

D-CPPene (Figs. 4d, g, lower panels), by contrast during the 30 minutes immediately 

following, trajectory events of Run 1 were observed (Fig. 7, right-hand side). Thus, the 

abolition of trajectory events was highly selective even within similar time periods, with a 

requirement for NMDAR activation in the encoding of sequence memories but not for the 

retrieval of sequence memories that had already been encoded. In a final analysis of 

sequence retrieval, we noted that in saline controls there was an apparent recency effect, 

with the rate of trajectory events for Runs 1 and 2 apparently reduced compared to rate of 

trajectory events for Run 3 (figure 8, blue curves). By contrast, the rate of trajectory events 

of Run 1 under D-CPPene demonstrated the opposite pattern (figure 8, red curves). These 

data suggest the interpretation that, for the D-CPPene sessions, Run 1 was the last 

experience that had been encoded.

Discussion

We have investigated the experience dependence of offline place cell sequences. Previously, 

these sequences have been reported both following experience (“replay”) but also preceding 

any experience (“preplay”). The conceptual challenge of preplay is that if the sequences pre-

exist, then replay, as measured in the hippocampus, cannot be interpreted as evidence of 

learning or memory formation. However, in this study we find no evidence for the existence 
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of preplay sequences, using similar quantification methods to the original reports20-22, but 

with much larger numbers of simultaneously recorded units. Following the preplay 

literature22, we have tested for preplay in multiple subsequent environments, with the same 

result. In order to further understand these data, we took advantage of the large number of 

cells recorded simultaneously, and recently developed decoding methods, to measure the 

fine spatio-temporal structure of both pre-experience and post-experience events. These 

methods revealed that post-experience events were better correlated, less jumpy, more 

sharply defined and more linear; we have summarized these findings with the designation 

“trajectory events”. Thus, in contrast to the original reports that may not have had the cell 

counts to resolve such differences, we find that experience results in a dramatic 

reorganization of place cell activity, to reflect the contingencies between places in the 

experienced environment that define behavioral trajectories.

These findings have implications for the mechanism by which hippocampal cells acquire 

place fields. If preplay sequences dominated, then any given place cell would potentially 

have to become associated with the arbitrary set of inputs at the location where the cell has 

been “pre-ordained” to fire. Whereas, recent studies suggest that the input to all 

hippocampal cells is spatially modulated33, in accordance with a model whereby place cells 

begin with a place field and learn the contingencies between places, expressed as sequences, 

only through experience. Further, we recently dissociated place field responses including 

intact phase precession during the first run in a novel environment, from theta sequences 

emerging later34. Our present data strongly support this model, since we find no evidence for 

a pre-existing temporal order for place cells. 31,35

Having found that trajectory events require experience for their formation, we examined the 

role of NMDA receptors as a possible molecular mechanism for sequence formation, and 

determined that they were required for the encoding but not the retrieval of trajectory events. 

Curiously, NMDAR blockade has been reported to have little 35,36 or no 31 effect on place 

field formation in novel environments over time periods at least as long as the 20-30 minute 

track exposure times we have examined, a result that we replicated. This starkly contrasts 

with the well-established role of NMDARs in spatial learning 27,28. For example, Morris and 

colleagues recently tested naïve rats in a novel watermaze task, matching the novelty 

condition in our study, and reported that while controls acquired asymptotically direct paths 

by the fourth of ten trials, that is, with approximately 2 minutes of experience distributed 

over just 11 minutes, rats under NMDAR blockade showed no improvement37. Hence, place 

fields by themselves do not reliably predict memory function. Increased sophistication has 

been achieved with studies of pairwise reactivation of place cells, with pioneering early 

studies demonstrating the importance of NMDARs 35, however pairwise studies have 

yielded a complex picture with respect to NMDA receptor dependence, in which the 

dependence has been reported for some task aspects and not others 38, or for some pairwise 

measures of reactivation and not others 39. Pairwise measures are inconsistent in the 

presence of sequential structure3,40, and so are unlikely to identify trajectory events reliably, 

a problem exacerbated by diversity in sequence structure2,4-6,41. Our data suggest that larger 

scale recordings are necessary to characterize the establishment of trajectory events.
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Finally, we might consider what kind of information is acquired and encoded during the 

experience-dependent formation of trajectory events. It has been demonstrated that, provided 

the logical contingencies between locations in an environment are known or have at least 

been sampled, the hippocampus is capable of generating place-cell sequences in an order 

that has never been experienced2,4,5,24,41, and sequences that depict as yet never experienced 

trajectories6,41, in particular, novel paths to a remembered goal6. Together these results raise 

the possibility that the encoding process for trajectory events may not consist of recording or 

reinforcing specific sequences of experience for veridical playback, but rather the learning of 

underlying contingencies in environments. In this sense, replay sequences might be thought 

of as constructive attempts to read out information from a learned cognitive map11, where 

the underlying contingencies are learned from experience and stored in the synaptic matrix, 

but where specific retrieval events can be modified uniquely to suit the requirements of the 

current task. In this way, hippocampal replay provides a model system that can reconcile the 

mnemonic14 and constructive 42 aspects of the brain's episodic memory system43.

Online Methods

Experimental Overview and Pre-Training

A total of 4 male Long Evans rats weighing 450 – 550 grams, 10-20 weeks old were used in 

this study. All procedures were approved by the Johns Hopkins University Animal Care and 

Use Committee and followed US National Institutes of Health animal use guidelines. 

Animals were first habituated to daily handling and food deprived to 85-90% of their 

baseline weight and pre-trained to run back and forth on a 1.8m linear track to receive a 

liquid chocolate-flavored reward (Carnation). The tracks had two reward delivery wells at 

the ends. Rats were trained on a separate linear track designated for training and in a room 

different from the recording room. Each training session lasted 30-45 min or when rats 

completed 20-30 laps. Rats only received a reward if they completed a full lap. Following 

recovery from surgery animals were food-deprived again and retrained on the training linear 

track with recording cables attached for approximately two days before recording sessions 

began.

Surgical Implantation and Tetrode Adjustment

Rats were trained for 2-3 weeks and surgically implanted with a microdrive array (25-30g) 

with 40 independently moveable, gold-plated tetrodes, 20 on each hemisphere. Tetrodes 

were gold plated to an impedance of <150 MOhms prior to surgery. Each tetrode consisted 

of groups of four twisted 17.8 μm platinum/10% iridium wires from Neurolalynx bundled 

together. Tetrodes were aimed at dorsal hippocampal region CA1 (4.00mm AP and 2.8mm 

ML) and a bone screw attached to the skull served as the ground. Placement of tetrodes and 

recordings were performed as previously described 5. The tetrodes were slowly lowered into 

the CA1 pyramidal layer over a 1 week period using characteristic EEG patterns (ripples and 

sharp waves) and neural firing patterning as guide into the pyramidal cell layer.

Behavior and Pharmacology

The rat's position was tracked using two LED diodes (red and green) mounted on the 

microdrive and detected by an overhead camera capturing the behavior at 60Hz. A recording 
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day began with a 1hr pre-sleep session, and was followed by running on a novel linear track 

during Run 1. Rats received either a saline or 3.5 mg/kg i.p. injection of D-CPPene (D-4-

[(2E)-3-Phosphono-2-propenyl]-2-piperazincecarboxylic acid, Tocris Bioscience), and slept 

or remained at quiet rest during sleep session 2 for a period of 45 min. Data collection and 

analysis were not performed blind to this condition. Rats ran on two more novel linear tracks 

during Runs 2 and 3 for a period of 30-45 min each. The recording day ended with a long 

late sleep/quiet rest session of at least 2hrs in duration. All tracks were equally novel at the 

time of recording, and rats did not experience the same track twice. Each track was 1.8 m 

long, 6 cm wide, with two 15 cm long end areas each 13 cm wide where the reward delivery 

wells were located. If rats were injected with D-CPPene the next recording would take place 

48 hours later to make sure that the drug had completely washed out.

D-CPPene is a potent and competitive NMDA receptor antagonist. D-CPPene is an analogue 

of D-CPP, 2.2 times more potent than D-CPP and 4.7 times more potent than the racemic 

mixture DL-CPP (Lowe et al., 1990). The calculated potencies indicate that a lower 

concentration of D-CPPene is required to saturate the NMDA receptors and the dissociation 

constants reveal that less drug is required to occupy 50% of the receptor and produce the 

physiologic effect (Lowe et al.,1990). Kentros et al. determined the effect of a 10 mg/kg 

dose of DL-CPP by examining the effects of DL-CPP on primed-burst potentiation in awake, 

freely moving rats and report that DL-CPP blocks primed-burst potentiation at 90 min and 

180 min after systemic administration, and is no longer effective after 24 hrs31. Given the 

chemical characteristics and reported potencies of each analogue, the 3.5 mg/kg dose of D-

CPPene administered systemically in this study would equate to a 16.5 mg/kg dose of DL-

CPP. We can then infer that in our experimental design, D-CPPene was effective for at least 

180min, when animals were well into sleep 3.

Neural Analysis

In total seven saline sessions and seven D-CPPene sessions from four rats were included in 

the study, each rat contributed at least one saline and one D-CPPene session. Track 1 

representation in Sleep 1 was accessed using a subset of four saline sessions and four D-

CPPene sessions from four rats. Unless otherwise noted, all other group analysis were based 

on seven recording sessions under either saline or D-CPPene conditions. No statistical 

methods were used to predetermine sample sizes, but our sample sizes are similar to those 

generally employed in the field.

Data Acquisition

All data was collected using the Digital Lynx data acquisition system (Neuralynx). Analog 

neural signals were digitized at 32556 Hz. Spike threshold crossings (50 μV) were recorded 

at 32556 Hz. Continuous local field potential data were digitally filtered between 0.1 and 

500 Hz and recorded at 3256 Hz. Cells were isolated manually using the spike waveform 

clustering program XCLUST (xclust2, Matt A. Wilson). Putative inhibitory neurons were 

excluded on the basis of spike width. Well isolated clusters were confirmed with Lratio < 

0.05, with values calculated using the peak amplitude of each waveform as the feature set 
43, 6. Briefly, the Lratio value of cluster C is

Silva et al. Page 10

Nat Neurosci. Author manuscript; available in PMC 2018 August 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Lratio = ∑
i ≠ C

1 − CDF
χdf

2 (Di, C
2 ) /ns

where ns is the total number of spikes recorded on the tetrode throughout the recording 

epoch, i ∉ C is the set of spikes which are not members of cluster C, and CDF
χdf

2  is the 

cumulative distribution function of the χ2 distribution with df = 4.

Place Fields

Position was linearized and binned into 2.5 cm bins. Directional place fields were calculated 

as the number of spikes fired in a particular position bin and running direction divided by the 

time spent in that bin, smoothed with a Gaussian kernel with a standard deviation of 5 cm, 

and identified when the peak firing rate of the pyramidal cell along the position bins was no 

less than 1 Hz. The place field size was defined as the total area of position bins where the 

firing rates were no less than 1 Hz. Sparsity was calculated as a measure of spatial 

selectivity, to determine how diffuse the place cell firing was along the linear track:

Sparsity = < f >2 / < f 2 >

where f is the firing rate, and the expectations are calculated across all positions. Place cell 

average firing rate were calculated as the mean firing rate across all the position bins for 

each cell (Supplementary figure 3 and 7). Place cell remapping index was defined as the 

Pearsons' linear correlation coefficient between place cell's peak firing positions on the 

current running track and the cell order from either the same or a different track 

(Supplementary figure 3 and 7, e.g. 1->3 denotes place cells on track 3 ordered by the firing 

order of the same cell on track 1).

Decoding Run

Probability based decoding of position information was performed as previously described 
24. The posterior probability of the animal's position (pos) across M total position bins given 

a time window (τ) containing neural spiking (spikes) is

Pr(pos | spikes) = ∪ / ∑
j = 1

M
∪

where

∪ = ∑
k = 1

2
∏

i = 1

N
fi(pos, dirk)

ni e
−i∑i = 1

N fi(pos, dirk)
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and fi(pos, dirk) is the place field of one running direction of the i-th unit, assuming 

independent rates and Poisson firing statistics for all N units and a uniform prior over 

position. A time window of 250 ms was used to estimate the rat's position on a behavioral 

timescale. A time window of 20 ms was used to estimate position during candidate 

population events. Position reconstruction error during the run was defined as the distance 

between animal's current location and the peak decoded position in each 250 ms decoded 

time bin while the speed of the animal is more than 5 cm/s. Chance level of reconstruction 

error was determined by performing the same calculation except substituting the peak 

decoded positions with random positions.

Place Cell Ensemble Activity Analysis

Place cell ensemble activity was examined during stopping periods where the speed of the 

animal was less than 5 cm/s. Candidate population events were identified during periods of 

increased spike density, with peaks greater than 3 standard deviations above the mean in the 

smoothed histogram (Gaussian kernel, standard deviation of 10 ms). Start and end 

boundaries for each candidate population event were defined where the smoothed histogram 

crossed the mean. Only candidate events with 100 to 500 ms duration were included in the 

study. Numbers of candidate events for each rat and each session under different epochs 

were detailed in Supplementary table 2.

Spike correlation of each candidate event was calculated as the Spearman's rank order 

correlation between the time of spikes and the ranked peak firing positions of the 

corresponding place cells. Because there were two running directions along a linear track 

and place cells are direction selective, we calculated spike correlations using two templates 

of place cell ranked peak firing positions, each corresponding to a running direction. A small 

portion of candidate events (15 out of 9803 in Sleep 1) was excluded because the place cells 

that emitted spikes during those events had the same peak firing positions, and consequently 

real number correlation values could not be obtained from them. The shuffled data were 

created through randomly shuffle cell identities for 5000 times. The absolute values of spike 

correlations between original and shuffled datasets were compared, either when combing 

two values from both templates (Fig. 1d, top) or only used the maximum value (Fig. 1d, 

bottom), and the statistical significance for this comparison was evaluated using Levene's 

test, one-tailed Wilcoxon rank sum test, one-tailed Kolmogorov-Smirnov test and Monte-

Carlo P-values. The Monte-Carlo P-value was calculated as (n + 1)/(r + 1), where r is the 

total number of shuffles and n is the number of shuffles that produce more events with 

absolute spike correlations more than 0.5 or 0.6 or 0.7 than the actual data. The same 

quantification on down-sampled place cells was done by randomly choosing 15 place cells 

for each recording session (Supplementary figure 4a) or by choosing place cells that had 

Lratio equal to or less than the median value (Supplementary figures 4b,c).

Sequential structure of candidate events was estimated through the decoded posterior 

probabilities with six different measurements. (i) Weighted correlation: decoded 

probabilities (prob) were assigned as weights of position estimates to calculate the 

correlation coefficient between time (T) and decoded position (P):
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corr(T, P; prob) = cov(T, P; prob)
cov(T, T; prob)cov(P, P; prob)

where weighted covariance between time and decoded position is

cov (T, T; prob) =
∑iprobi(Ti − m(T; prob))(Pi − m(P; prob))

∑iprobi

and weighted means of time and decoded position are

m(T; prob) =
∑iprobiTi
∑iprobi

and m(P; prob) =
∑iprobiPi
∑iprobi

(ii) Maximum jump distance was defined as the maximum distance between peak decoded 

positions in neighboring decoded time windows for each candidate event normalized by the 

length of the track. The decoded slope (iii) and replay score (iv) were defined as described in 

(Davidson et al, 2009): The likelihood (R) that the decoded candidate event (duration of n 

time bins) is along the fitted line with slope (V) and starting location (ρ) was calculated as 

the averaged decoded probability in a 30 cm vicinity along the fitted line:

R(V, ρ) = 1
n ∑

k = 0

n − 1
Pr( |pos − (ρ + V · k · Δt) | ≤ d)

Where Δt is the moving step of the decoding time window (20 ms), and the value of d was 

empirically set to 15 cm for small local variations in slope (for those time bins k when the 

fitted line would specify a location beyond the end of the track, the median probability of all 

possible locations is taken as the likelihood). To determine the most likely slope for each 

candidate event, we densely sampled the parameter space of V and ρ to find the values that 

maximize R. (v) Sharpness was defined maximum decoded posterior probability for each 

candidate event. (vi) Position occupancy was defined as the percentage of the track that was 

covered by the peak decoded positions of all the decoded time bins.

Trajectory events were defined as candidate events that obtained both strong weighted 

correlation (corr) and small maximum jump distance (dis) in the decoding (green stars in 

Fig. 3-7, corr > 0.6 & dis < 0.4, corr > 0.7 & dis < 0.4, corr > 0.7 & dis < 0.3). In order to 

access whether significant number of trajectory events can be observed under different 

conditions, we calculated the number of candidate events that passed both correlation and 

jump distance thresholds under all combinations, and compared them with the distribution of 

numbers from 5000 shuffled data sets that were generated through column-cycle shuffle24, 

which was done by circularly shift posterior probabilities of each decoded time bin by a 

random distance. The Monte-Carlo P-value was calculated as (n + 1)/(r + 1), where r is the 
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total number of shuffles and n is the number of shuffles that produce more trajectory events 

that met the criteria than the actual data. We subsequently represented P-values under all 

combinations of two thresholds in a color-coded matrix (significance matrix), where a P-

Value below 0.05 was considered significant and marked in red. To validate the detection 

thresholds for trajectory events, we generated two different control datasets as follows: (i) 

Poisson simulation: the spike train for each place cell was generated under homogeneous 

Poisson process, with the firing rate for each cell given by the mean firing rate across all 

candidate events; (ii) Time swap: the posterior probability distribution of every 20 ms 

decoded time bins were randomly swapped with each other within each candidate event. 

Trajectory events should be absent in the control datasets, as both of them theoretically lack 

temporal sequential structures (Figure 3).

In order to match the position reconstruction error during running between saline and D-

CPPene sessions, we gradually added noise to the spike trains of saline sessions until the 

“degraded” decoding quality was worse or at least equal than the D-CPPene sessions tested 

by Wilcoxon rank sum test. This was done by first binning spikes into every 20 ms bins, and 

then further dividing each 20 ms bin into 20 sub bins (each sub bin is 1 ms), and randomly 

shuffling cell identities for the spikes within all the even number sub bins except the 20th for 

Run 2 (effectively shuffle 45% of the spikes), and within all the odd number sub bins as well 

as the 20th for Run 3 (effectively shuffle 55% of the spikes). Cell identities were shuffled in 

the same manor for both behavior decoding and the decoding of candidate events. The 

decoding quality during Run 1 in D-CPPene was as good as in saline days so no degraded 

decoder was needed for saline Run 1 (Supplementary Figure 9). Degrading the saline 

decoder by using only the subset of place fields with sparsity value greater than 0.5 yielded 

similar results (Supplementary Figure 10).

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. No Sequentially Structured Events Prior To Experience
(a) Experimental protocol: (left) Timeline, (bottom right) Recording room layout. (b) Place 

field rate maps of 114 place cells from one session arranged by their peak firing positions on 

Track 1. (c) Raster plot (top) and spike density (middle) of 114 simultaneously recorded 

place cells of a candidate event during Sleep 1. Red dotted line and dashed line represent 

respectively the thresholds for detecting candidate events and for defining their boundaries. 

Grey shaded areas represent the time window of candidate events. Bottom plot, spikes 

emitted during a candidate event shown at expanded time scale. (d) Distribution of spike 

correlations of 9803 candidate events during Sleep 1. Open bars indicate spiking events 

versus the original place fields templates; filled bars indicate spiking events versus 5000 

shuffled templates scaled down 5000 times. Top, both place fields templates in two running 

directions were included. Bottom, only the biggest absolute spike correlation resulted from 

two templates for each candidate event and shuffle were included.
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Figure 2. Position Depiction Within Candidate Events During Sleep 1 and Run 1
(a) Top 25 positively and top 25 negatively correlated events of Track 1 in Sleep1 using the 

same 114 cells from Figure 1. Each subplot is the decoding of a candidate event with the y 

axis representing position and spanning the full length of the track (1.8 meters), and the x 

axis representing time for which each pixel is 20 ms wide. The scale of decoded posterior 

probabilities is shown in the colorbar. (b) Top 25 positively and top 25 negatively correlated 

events of Track 1 in Run 1 using the same 114 cells from Figure1. Scales are the same as in 

a). (c) Quantifications of 9818 candidate events during Sleep 1 and 4438 candidate events 

during Run 1. Median ± s.e.m, Sleep 1 versus Run 1: 0.17 ± 0.00 versus 0.40 ± 0.00 for 

absolute weighted correlation, 0.75 ± 0.00 versus 0.43 ± 0.00 for maximum jump distance, 

1.25 ± 0.07 versus 2.5 ± 0.06 for slope, 1.00 ± 0.00 versus 0.27± 0.00 for replay score, 

0.19± 0.00 versus 0.26± 0.00 for sharpness, 0.61± 0.00 versus 0.51± 0.00 for position 

occupancy, all with p<10-10 from Wilcoxon rank sum test.
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Figure 3. Trajectory Events Found Only After Experience
(a) Significance matrix under parameter space of absolute weighted correlation and 

maximum jump distance. No significant trajectory events (lower left quadrant) of Track 1 

experience were detected during Sleep 1, but were present during Run 1. P-values under the 

green stars denoted detection thresholds are in Supplementary table 1. (b) Significance 

matrix of control datasets (see Methods) of Track 1 representation in Sleep 1 generated by 

Poisson simulation (left) and time swap (right). (c and d) Significance matrix of Track 2 and 

Track 3 representation in Sleep 1 and the current run epoch.
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Figure 4. NMDAR Antagonism Spares Place Fields But Abolishes Replay
(a) Place field rate maps of 114 place cells and 111 place cells from two sessions arranged 

by their peak firing positions on Track2 during Run2 after administration of saline and D-

CPPene respectively. (b, c, and d) Top 7 correlated events expressed during Run 1, Run 2 

and Run 3 on a saline day (top) and a D-CPPene day (bottom; red box, red dashed box 

denotes D-CPPene day before drug administration). (e, f, and g) Significance matrix of 

trajectory events for each run and each condition.
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Figure 5. Trajectory Events Under Degraded Saline Place Field Decoder
(a) Position decoding for each Run using original place fields for D-CPPene days (red) and 

original/degraded place fields for saline days (blue). For the pre-drug epoch, saline position 

decoding matches that of D-CPPene and so is included without degradation, as a baseline 

comparison. For subsequent epochs, noise has been added to the saline epochs until the 

position decoding matches that of the D-CPPene group. Black and dashed black lines are the 

decoding qualities at chance level for saline or D-CPPene days. Median ± s.e.m of 

construction error, Wilcoxon rank sum test: 4.34 ± 0.25 versus 4.86± 0.25, original saline 

versus D-CPPene in Run 1, p=0.08; 12.68 ± 0.40 versus 13.23± 0.43, saline versus D-

CPPene in Run 2, p=0.42; 20.28 ± 0.44 versus 16.94± 0.46, degraded saline versus D-

CPPene in Run 3, p<10-10. All the decoding error curves are significantly better than chance 

(p<10-10). (b) Top seven correlated events expressed during saline Runs using original or 

degraded saline place field decoder. (c) Corresponding significance matrix for trajectory 

events.
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Figure 6. NMDA Receptor Function is not Required for Replay Retrieval
(a) Experimental timeline. Sleep 3 began at an average of 2.5hrs into the recordings and 

continued for another 2.5hrs. (b, c and d) Top 7 correlated events of Track 1, Track 2, and 

Track 3 during Sleep 3 under saline (top) and D-CPPene (bottom). (e, f and g) 
Corresponding significance matrix for trajectory events.
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Figure 7. Changes In Drug Efficacy Were Unlikely To Account For Preserved Retrieval Under D-
CPPene
The timeline shown indicates that when looking at the last 30 minutes of Sleep 2, and the 

first 30 minutes of Sleep 3, significant trajectory events of Run 1 are retrieved post 

administration of D-CPPene minutes before rats experience Run 2, and are also retrieved 

minutes after the completion of Run 3.

Silva et al. Page 23

Nat Neurosci. Author manuscript; available in PMC 2018 August 16.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 8. Retrieved Trajectory Events Over Time
Rate of Run 1, Run 2, and Run 3 retrieved trajectory events in a 45 min period during Sleep 

3 across all animals under saline (blue) and D-CPPene conditions. Corresponding bars 

illustrate the average number of retrieved trajectory events in a 5min period for each run and 

each condition (errorbar denotes s.e.m.) under detection thresholds of absolute correlation 

greater than 0.6 and maximum jump distance less than 0.4. Boxplot at the top, rate of 

retrieved trajectory events between Saline and D-CPPene, Wilcoxon rank sum test: p=0.07 

for Run 1, p=1.73*10-4 for Run 2, p=1.22*10-11 for Run 3. Box edges are the 25th (q1) and 

75th (q3) percentiles of the data. Black line in the box shows the median. Red crosses mark 

the biggest or smallest outlier. Outliers are defined as values larger than q3 + 1.5*(q3 – q1) 

or smaller than q1 – 1.5*(q3 – q1). The black whiskers extend to the most extreme data 

points not considering outliers.
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