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1. Introduction

Photochemistry is a broad and diverse branch of chemis-
try. A photochemical reaction is defined as a process that is
triggered by the absorption of light and leads to an observable
chemical change. When discussing photochemistry one also
often considers photophysical processes where photon ab-
sorption and subsequent transitions change the electronic
state of a molecule without necessarily leading to a chemical
transformation. Furthermore, photochemistry is related to
photobiology, which is concerned with biological processes
involving light, such as in photosynthesis. The beauty of
photochemistry lies in the fact that it is a complementary tool
to thermally driven chemistry, enabling some reactions that
are not possible thermally and occur very far away from
chemical equilibrium. Driven by the desire to harvest these
benefits, the last three decades have seen a renaissance of
chemical reactions initiated by light with a wide range of
applications,[1] from synthesis to catalysis, from display
technology to solar energy conversion, from analytical
techniques to information technology, from biological imag-
ing to optogenetics, and from diagnostics to therapy.

The allure of chemical reactions facilitated by light is that
they are clean and often highly selective. Moreover, advance-
ments in the field of laser-based ultrafast spectroscopy in the
last three decades have allowed researchers to understand
and follow the temporal evolution of molecules after photo-
excitation. Nonetheless, the discovery of excited-state chemis-
try is often the result of serendipity, as reaction mechanisms
involving electronic excited states are difficult to predict for
two main reasons: On the one hand, many of the qualitative
concepts and rules that predict thermally driven ground-state
reactivity are not applicable to electronically excited states.[2]

On the other hand, the details of decay processes of excited
states governed by crossings of potential energy surfaces
(PESs) most often elude experimental identification.[3]

Theoretical chemistry is particularly well-suited to disen-
tangle and predict reaction mechanisms at the molecular
level, as it can locate relevant structures on the PESs and
establish reaction paths connecting molecular structures.
However, finding which of these critical features (structures

and pathways) are relevant for a par-
ticular chemical reaction is not a trivial
task. This endeavor becomes particu-
larly difficult in situations where the
molecular system exhibits many de-
grees of freedom and many electronic
states, because this leads to a large
number of critical features that need to
be considered and a rapid growth in
computational effort. To ease this
search, multidimensional and multi-
state PESs can be explored with differ-
ent excited-state dynamics methods.

Here we present some of the
computational challenges involved in
mapping excited-state PESs and simu-
lating how the molecular system
evolves according to these surfaces.

Additionally, we provide a brief overview of popular and
emergent methods, and showcase some of these methods with
selected examples from our group and others.

2. Basics Concepts

Mechanisms in photochemistry are mostly interpreted in
terms of the different PESs that are accessed by a molecule
after it is excited by light, before it returns to the electronic
ground state and to either the initial or a different molecular
geometry. Different PESs correspond to different electronic
states, which typically change their electronic character and
can cross in different ways, as depicted in Figure 1.

After excitation by absorption of a photon of energy hn,
a nuclear wave function is promoted from the electronic and
nuclear ground state to a bright excited state, thereby creating
a wave packet that evolves in time. This temporal evolution
arises because, in general, the forces the molecule is subjected
to in the excited state are different from those in the ground
state, or in simple terms, because the position of the ground-
and excited-state minima are not the same. This motion will
direct the molecule towards a different geometry in the
excited state. Depending on the topography of the excited-
state PES, the wave packet can relax to a new minimum,
forming a long-lived excited state that eventually decays back
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to the ground state through fluorescence, or continues visiting
other regions of the PES. The wave packet might be able to
overcome some potential energy barrier to reach crossing
points, where so-called non-adiabatic population transfer to
other surfaces is possible, that is, where the Born–Oppen-
heimer approximation is no longer valid and electronic and
nuclear motion is coupled. This enables, among other things,
a radiationless return to the reactant or the formation of
a new molecule—a photochemical product. Internal conver-
sion (IC) involves radiationless transitions between states of
the same multiplicity (e.g. S1 and S0) and are mediated by
crossing points that are called conical intersections, because
of the double cone topography around the degeneracy
point.[4, 5] The discovery[6–8] that IC is mediated by conical
intersections and that such intersections are ubiquitous in

chemistry and even biology[9] could arguably be called one of
the most significant breakthroughs in modern theoretical
photochemistry. Crossing points between states of different
multiplicity (e.g. S1 and T1) mediate intersystem crossing
(ISC), provided spin–orbit coupling (SOC) is non-negligible.
Since SOC strongly depends on the electronic wave function
of the two states and the nuclear charge of the atoms, ISC
tends to be more common in molecules containing heavy
atoms[10,11] than in purely organic molecules. However, ISC in
molecules with only light atoms is also possible, as shown by
early demonstrations from both experiment[12–15] and theo-
ry.[16–18] ISC can provide a long-lived state that can eventually
undergo radiative (phosphorescence) or radiationless decay
back to the ground state, or alternatively form some photo-
chemical product. Note that in many systems, more than two
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Figure 1. Schematic depiction of important photophysical and photochemical processes that might occur in a molecule after excitation by
absorption of a photon (yellow arrow). After excitation to the S2 state, the system first encounters a conical intersection with the S1 state, where it
undergoes internal conversion (IC) and can bifurcate towards the left or the right pathway. In the right branch, the system subsequently might
relax to the S1 minimum, from where fluorescence can occur. Alternatively, the system could overcome a barrier to access conical intersections
with the ground state, where two different types are shown that can be reached by following two different reaction coordinates (solid and dashed
line). The peaked conical intersection allows for another bifurcation, which leads either back to the reactant or towards a singlet photoproduct.
The sloped conical intersection is more difficult to access and usually favors only one decay pathway, here leading back to the reactant. In the left
branch, the wave packet undergoes intersystem crossing (ISC) to the T1 state at a singlet–triplet crossing. There, the system can relax to the T1

minimum and eventually emit phosphorescence. Alternatively, it can escape the minimum and access a T1/S0 crossing to undergo intersystem
crossing that leads back to the reactant or instead form a triplet photoproduct.
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multiplicities, additional states, or further processes might
play a role.

Knowledge about the PESs is key to understanding and
predicting excited-state chemistry.[2, 6] However, in polyatomic
molecules, PESs are high-dimensional functions and thus
complicated to characterize. Two general computational
strategies have been developed to explore the PESs. In the
static approach, one uses well-established optimization tech-
niques to identify potentially relevant important geometries
(e.g. minima, transition states, crossing points), which can be
connected to obtain relaxation pathways. The disadvantage of
the static approach is that it might miss important geometries
and thus a relaxation mechanism might be overlooked.
Moreover, it does not predict time scales, cannot discern
which pathways are the most important, and does not deliver
quantum yields. A complementary strategy is the dynamics
approach, in which the temporal evolution of the coupled
nuclei and electrons is directly simulated. These so-called
non-adiabatic molecular dynamics simulations are able to
find directly the critical geometries that are actually visited by
the system after excitation through a sort of molecular movie,
as well as provide information about the relative importance
of different decay channels and their time scales. One
example is shown in Figure 2.

Despite the conceptual simplicity of the mentioned
approaches, they are heavily hampered by the dimensionality
and electronic complexity of the system. Both of these
properties have a great impact on the cost of electronic
structure calculations, which in the end are a key ingredient to
both the static and the dynamics approaches. This implies that
dynamics simulations typically cannot be carried out over
long time scales (beyond a few picoseconds), thereby making
slow or rare processes difficult to deal with. Hence, in
practically all cases, one faces the problem of balancing

computational cost with accuracy by considering different
approximations.

3. The Challenges in Electronic Structure Theory

The static approach relies on quantum chemistry or
electronic structure theory, that is, solving the electronic
Schrçdinger equation obtained from the Born–Oppenheimer
(clamped-nucleus) approximation. Besides electronic ener-
gies and geometrical structures, which allow characterization
of the PESs of different electronic states, quantum chemistry
can also provide coupling terms for non-adiabatic transitions,
for molecules in the gas phase, as well as embedded in
different environments. There is a large array of electronic
structure methods available; some can only deliver energies,
most also provide gradients, and only a few can calculate
couplings or Hessians, or are implemented in combination
with environmental models. Thus, depending on the problem
at hand, only one particular method might be suitable. It is not
the aim of this Minireview to explain systematically the
differences and capabilities of all available methods, as there
is a good number of excellent books and reviews for this.[2, 20–26]

Instead, we would like to focus on several electronic structure
methods that we perceive as popular or emerging, as well as
related recent applications.

3.1. Multiconfigurational and Multireference Methods

At the top of the accuracy ladder of electronic structure
methods is the full configuration interaction (FCI) approach,
as it considers all possible electronic configurations in the
wave function and, therefore, all electronic correlations. This
is exact for a given basis set but unattainable except for the
smallest systems and basis sets. Thus, correlated multiconfi-
gurational methods[26] are probably the next step on the
ladder to calculate electronic excited states, as they can
combine flexible wave functions with large amounts of static
and dynamic electronic correlation, usually giving reliable
energies whose accuracy is balanced all along the different
geometries of the PESs—namely, from equilibrium to dis-
sociation, including crossing points. Static correlation is
important for ground-state/excited-state crossings, dissocia-
tion, untypical bonding situations, transition-metal complexes
with several oxidation states, many open-shell states, and
more. Dynamic correlation is relevant for obtaining accurate
energies in general, even at equilibrium geometries. Methods
such as CASSCF (complete active space self-consistent field)
complemented with CASPT2, NEVPT2, or MRPT2 (variants
of second order perturbation theory on CASSCF), or MRCI
(multireference CI) are established players in this field,[24, 26,27]

but suffer from exponential scaling that limits the number of
electrons and orbitals that can be considered in the so-called
active space. The active space is manually selected to contain
the orbitals expected to be statically most correlated; with
traditional CASSCF implementations, one is currently limited
to less than 20 orbitals. Variations of CASSCF, such as
RASSCF (restricted),[28] GASSCF (generalized),[29] Split-

Figure 2. Non-adiabatic dynamics simulations of 2-thiouracil in the
gas phase[19] computed with the trajectory surface hopping method .
a) Temporal evolution of the electronic state populations, b) corre-
sponding kinetic model fit of the populations providing time scales
and branching ratios among the pathways, c) a molecular movie with
relevant geometries visited during the dynamics. Panels (a) and (b)
are adapted from Ref. [19] with permission.
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GAS,[30] ORMAS (occupation-restricted multiple),[31] or
LASSCF (localized)[32] are emerging strategies in the quest
to reduce this exponential scaling by defining different active
subspaces. This allows a larger number of active orbitals,
which in turn grants access to larger systems or higher
accuracy.

The electronic states of transition-metal complexes,
especially those with partially filled d shells, provide partic-
ularly difficult challenges; this is one area where these new
methods have demonstrated their value. Despite being small,
Cr2 is one such challenging case due to the highly multi-
configurational character of its hextuple bond. In this case, 30
correlated orbitals in the SplitGAS partition scheme were
shown to reproduce nicely the experimental dissociating
potential.[33] SplitGAS was also able to predict the energetic
differences between the three different conformers of NiO2—
a peroxo, superoxo, and a linear isomer—as well as several
excitation energies of the copper anion [Cu(Cl)4]

2@.[34] How-
ever, that study[34] also illustrated how challenging the correct
choice of orbitals and spaces can be even for ground-state
problems. Thus, its routine applicability to excited states is
still uncertain and needs further exploration. The LASSCF
method, which exploits density matrix embedding fragmen-
tation, is also a promising method to deal with strongly
correlated systems, as demonstrated in dissociation[32] and in
the prediction of the low-spin/high-spin energy splitting of
dinuclear iron complexes.[35]

One alluring way to approximate the FCI wave function
with a polynomial, and thus more favorable, scaling is the
density matrix renormalization group (DMRG) method.[36,37]

Current calculations include up to 100 electrons in 100
orbitals. Although in really large molecules, this might not be
enough, DMRG represents an overwhelming advance that
enables benchmark calculations on strongly correlated sys-
tems with unforeseen accuracy. Applications of this method
are flourishing, again with a particular focus on transition-
metal complexes, for example the Cr2 bonding problem,[37] the
Mn4CaO5 cluster model of the oxygen evolution complex of
photosystem II,[38] or problems concerning spin energet-
ics.[37, 39–43] Further studies on spin-crossover systems have

focused on the calculation of spin states in oxo-Mn(Salen),[44]

FeIIporphin,[45] dinuclear FeII compounds,[46] chloro-ligated
iron(IV)-oxo porphyrin,[47] and metal monocarbonyl spe-
cies.[48] Early studies of excited states with DMRG were
concerned with the dissociation curves of diatomic mole-
cules,[49–51] but genuine applications of photophysical and
photochemical processes are slowly coming to light. Exam-
ples include the photochromic ring opening of spiropyran,[52]

the low-energy spectrum of [2Fe-2S] and [4Fe-4S] clusters,[53]

the low-lying singlet states of trans-polyenes up to C20H22,
[54]

the electronic structure of a naphthalene excimer,[55] singlet
donor–acceptor copolymers for singlet fission applications,[56]

photocyclizations,[57] the delayed fluorescence in carbene-
metal amides,[58] and excitations in carotenoids.[59]

As DMRG allows inclusion of many orbitals, the question
arises whether it is possible to devise an automated mecha-
nism to identify the most important ones for a specific
problem. The selection of the active space is usually done
manually, which makes it tedious and possibly subjective.
Although there are also other strategies to pick orbitals,[60,61]

DMRG entanglement measures are very appealing, as
exemplified in Figure 3. The diagrams present two important
quantities: the single-orbital entropy (red circles), a measure
for how strongly the orbital occupation deviates from two or
zero, and the mutual information (lines), which describes the
static correlation of every pair of orbitals.[62] These quantities
indicate the orbitals that are most strongly statically corre-
lated and should be part of the active space. Figure 3a
illustrates correlations for the oxygen molecule in the 1Dg

excited state: as anticipated, the molecular orbitals generated
from the 2p orbitals are all correlated, particularly the
p* orbitals. In trans-[RuCl4(NO)(1H-indazole)] it is less clear
which are the relevant orbitals without an entanglement plot
(Figure 3b). Based on these concepts, Stein et al. have
proposed to iterate automatically these entanglement meas-
ures for active orbital space selection in a “black-box”
manner,[63–65] with first applications reported for ferrocene[66]

and Ir complexes.[67]

Other routes besides DMRG exist for obtaining an
accuracy approximately the same as FCI in excited-state

Figure 3. a) Molecular orbital diagram of the oxygen molecule in the 1Dg excited state,[64] which consists of eight electrons in six orbitals and with
the entanglement diagram in the center. Dashed arrows symbolize an electron pair that is equally likely to be in either of the two p* orbitals. The
area of the red dot of each orbital is proportional to its single-orbital entropy, whereas the thickness of the connecting lines is proportional to the
value of the mutual information (see text for brief explanations). Reprinted from Ref. [64] with permission, Copyright (2017) Swiss Chemical
Society. b) Entanglement diagram for trans-[RuCl4(NO)(1H-indazole)] with 18 orbitals.[68] Reprinted from Ref. [68] with permission.
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calculations.[69, 70] For example, excited states can be computed
with different variants of the Quantum Monte-Carlo (QMC)
stochastic approach,[71,72] with recent studies also presenting
combinations of QMC with other techniques.[73,74] Applica-
tions of these techniques targeted, for example, azoben-
zene,[75] solids,[76] or retinal chromophore models.[77] A very
interesting variant of the QMC approach is the full-CI
Quantum Monte-Carlo (FCIQMC) method,[78,79] where a de-
terminant-based FCI problem is not solved by storing all the
coefficients simultaneously, but rather by “visiting” the most
important determinants sequentially by a stochastic algo-
rithm. Combined with CASSCF, FCIQMC has been used by
Li Manni et. al.[80] to obtain excitation energies of free-base,
MgII, and FeII porphyrins using active spaces of 32 electrons
and 29 orbitals at a modest computational expense. FCIQMC
techniques have also been used to solve the intricate
electronic structure of the singlet and triplet states of
tetramethyleneethane.[81]

3.2. Single-Reference Methods

Dynamical correlation alone can also be included using
single-reference methods. Here, Coupled-Cluster (CC) meth-
ods and their variants,[82] such as equation-of-motion CC
(EOM-CC) or approximate second-order CC (CC2), the
algebraic diagrammatic construction (ADC) scheme of the
polarization propagator,[83] as well as the much-celebrated
Time-Dependent Density Functional Theory
(TDDFT)[23, 84, 85] are among the most widely used methods.
In cases where static correlation does not play a role, such
methods can achieve good accuracy in an almost “black-box”
fashion. Thus, it is not surprising that these—particularly
TDDFT, but increasingly also ADC and CC—are the
methods of choice to accompany many experimental inves-
tigations.[86–89] Promisingly, recent research has shown that
ground state/excited state and excited state/excited state
conical intersections can be described correctly by CC-based
methods.[90, 91] We illustrate their broad applicability with
a few examples, but plenty more exist. Gr-tzel and collabo-
rators investigated the performance of such methods for the
electronic absorption spectra of organic compounds em-
ployed in dye-sensitized solar-cell devices and found two
density functionals to be particularly useful.[92] Baerends et al.
used TDDFT to provide a simple interpretation of the
orbitals of GoutermanQs four-orbital model in Mg, Zn, and Ni
complexes of porphyrin and porphyrazine.[93] The ADC(2)
method was employed to study the excitonic and charge-
transfer states of a bulk heterojunction model of a semi-
conductor[94] and the photoisomerization mechanism of
thiophenylazobenzene, an azoheteroarene photoswitch.[89]

Despite its undeniable success, TDDFT is well-known to
experience difficulties when dealing with charge-transfer,
double excitations, or Rydberg character. These problems can
largely be alleviated by using specific exchange-correlation
functionals. Additionally, the Bethe–Salpeter equation in
combination with many-body GreenQs functions (GW/BSE)
looms as an alternative to TDDFT with a similar computa-
tional cost.[95] A good example of the superiority of GW/BSE

over TDDFT is the calculation of excited states of cyanine
dyes and polyenes.[95] Another example of qualitatively and
quantitatively good results obtained by GW/BSE can be
found in the investigation of polymer-fullerene model com-
plexes for heterojunctions.[96]

3.3. Hybrid Methods Combining DFT and Wave Function Theory

Recently, there has been a lot of efforts to merge
multireference wave function methods with DFT[97] to better
describe static correlation. Here we would like to highlight
DFT/MRCI[98] and the recently implemented multiconfigura-
tional pair-density functional theory (MC-PDFT).[99, 100] DFT/
MRCI has been thoroughly tested and can represent pp*,
np*, Rydberg, and CT excitations and even doubly excited
states in a balanced and reasonably accurate manner, in
organic molecules as well as transition-metal complexes
without open-shell ground states.

MC-PDFT is less explored but it shows promising results.
Recently it was used to evidence the different covalent and
ionic contributions of the excited states of benzene[101] and to
predict singlet–triplet gaps in large polyacenes and polyace-
tylenes in combination with DMRG.[102] A similar method is
the state-interaction state-average spin-restricted ensemble-
referenced Kohn–Sham (SI-SA-REKS) method,[103] which
combines dynamic correlation from DFT with a multiconfi-
gurational approach. This method is already sufficiently
developed to have analytical gradients implemented[104] and
has already been used in non-adiabatic dynamics simulations,
for example, of molecular rotors[105] and biomimetic molec-
ular switches.[106]

3.4. Linear Scaling Techniques, Multiscale Approaches, and
Exciton Models

Although the capabilities of computers roughly doubles
every two years, the exponential or polynomial scaling of the
quantum chemical methods means that the size of molecular
systems that can be treated nowadays does not suffice for
many applications. This is why a number of other specific
strategies exist for intrinsically large systems.

One endeavor is to apply low-scaling techniques to the
methods discussed above. Achieving linear scaling, where the
computational cost scales linearly with the size of the system,
is a very active field of research. Low-scaling techniques have
quickly evolved from calculating quantities in the electronic
ground state to those in the excited state. Implementations,
such as the Cholesky decomposition, resolution-of-the-iden-
tity, and local approximations are now routinely implemented
in methods such as CASSCF,[107, 108] CC and ADC(2),[82, 109] and
TDDFT.[110, 111] As a representative example, vertical excita-
tion energies of tetrameric models of photosynthetic chloro-
phyll pigments (198–224 atoms) with ADC(2) and CC2
methods are no longer prohibitive.[112] The last decade has
also seen significant efforts to implement excited-state
electronic structure methods on graphics processing units
(GPUs)—particularly by the Mart&nez group[113–115]—to ach-
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ieve a significant speed-up in, for example, TDDFT,[113]

CASSCF,[114] or SI-SA-REKS.[115] An unrelated recent imple-
mentation demonstrates sublinear scaling in TDDFT calcu-
lations of the excited states of large molecular systems, such as
a pore of a covalent organic framework with almost 600
atoms.[116]

One strategy to compute large systems that are intractable
with quantum chemistry alone is to divide the system into
a small part that can be feasibly calculated with any of the
quantum-mechanical (QM) methods described and a larger
part that is considered as the environment. The environment
can be treated with a lower level of theory, usually with
molecular mechanics (MM), as shown schematically in Fig-
ure 4a,b; another cheaper QM method can also be used
instead.[24,97, 117, 118] Such mixed approaches, also known as
multiscale methods, were introduced in 1976 by Warshel and
Levit[119] as QM/MM to study the ground-state properties of
systems in biological environments. Nowadays this approach
has been extended to include excited-state properties in the
QM region.[120] QM/MM is now a vast field, with different
implementations depending on the way the QM and MM
parts are coupled or the number of QM layers considered.[121]

Different levels of theory are possible for the QM part. Two
methods widely used in the QM part are TDDFT[122, 123] and
CASSCF, which are used to study chromophores in explicit
solution or in the presence of biological environments (such
as DNA, proteins, and lipids). Nowadays, applications treat-
ing the chromophore with ADC(2)[124] or even CASPT2[125–127]

are increasingly common. For further computational efficien-
cy, QM/MM can also be combined with the acceleration
techniques mentioned above, for example GPU implementa-

tions of electronic structure methods.[128] Another trend is the
automatization of the laborious setup of QM/MM models in
photobiological investigations, as shown, for example, in
a specialized model for the family of rhodopsin proteins.[129]

For completeness, we note that it is also possible to calculate
excited states in solution by combining QM with an implicit
description of the solvent using a continuum model[130]

and this constitutes the easiest and by far most employed
method to treat electronic states in solution and assist
experiments.[131]

Exciton models are particular advantageous to describe
multichromophoric systems. The idea is to divide the system
into fragments, each of them containing only a single
chromophore. The excitation energies and couplings of all
fragments (Figure 4c) are then combined to compute the
system-wide excitation energies by assuming certain approx-
imations. Since the original definition of weakly interacting
aggregates by Kasha,[132] different variants of this strategy
have been developed, depending on how the fragments are
calculated and how the interactions between them are
approximated.[133–135] The level of theory employed to calcu-
late each of the fragments could be any electronic structure
method, but most of the current excitonic models are
formulated within TDDFT, with a few attempts using wave
function theory.[136] Also here, the expense of the calculations
can be alleviated with GPU acceleration.[113] A favorite
research area of exciton models is the study of electronic
energy transfer in light-harvesting processes occurring in
photosynthetic pigment–protein complexes,[137] but any sys-
tem with at least two clearly defined and independent
chromophores can be approximately calculated in this way.
Exciton models can also be combined with multiscale
approaches, for example, by embedding the independent
chromophores in an environment described by MM[135] (Fig-
ure 4d).

4. The Challenges in Nuclear Dynamics Theory

Besides the electronic structure challenge—which con-
cerns the electronic problem in a fixed molecule—the other
great challenge in computational photochemistry is the actual
description of the nuclear motion induced by the forces
exerted by the electrons. As the PESs will determine the
dynamics of the system, it is indispensable that the chosen
quantum chemical level of theory is able to describe the
system adequately. Figure 5 shows potential energy curves for
CH2S along the C@S bond length for a variety of single- and
multireference methods. Although most methods qualitative-
ly predict the same order of vertical excitations with accept-
able accuracy, the stretching behavior of the C@S bond is very
different, so that each of these methods predict different
nuclear dynamics: specifically, while some will erroneously
evidence intersystem crossing to the triplet states within 1 ps,
others will not.[138]

Besides the challenges of quantum chemistry, the real
problem is actually even more complex for all non-adiabatic
dynamics, namely, those involving more than one electronic
state: how to describe the simultaneous, coupled movement

Figure 4. Schematic overview of different partition schemes to deal
with large systems. a) A given QM system to be computed in the gas
phase. b) A QM/MM partitioning, where a QM region and an MM
region interact (arrow). c) A gas-phase exciton model partition, where
several QM chromophores are computed separately and interactions
(arrows) are treated in a second step. d) A QM/MM partition, where
an exciton model is used for the QM region and the solvent is treated
by MM, including both QM-MM and chromophore–chromophore
interactions.
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of nuclei and electrons under their mutual attraction. As in
Section 3, in the following we will not systematically list all
available methods suitable for non-adiabatic dynamics sim-
ulations, but we focus on a few selected examples of what we
consider popular approaches and emerging techniques. For
a more comprehensive overview on the topic, we refer the
reader to several excellent recent reviews.[139–142]

4.1. Methods Using Basis Functions

A principally exact description of nuclear motion includ-
ing non-adiabatic effects can be achieved by the explicit
solution of the time-dependent nuclear Schrçdinger equation.
To do so, one usually writes the nuclear wave function as
a linear combination of some set of basis functions, combines
this choice of basis functions with the nuclear Schrçdinger
equation to derive some set of equations of motion, and then
numerically solves these. Hence, methods can be conveniently
categorized by the type of basis functions they use. The
simplest set of equations, and historically the first method for
quantum dynamics (also known as the standard meth-
od),[143,144] employs a time-independent, fixed basis called
a grid. The disadvantage of this approach is that the number
of grid points scales exponentially with the number of degrees
of freedom, thus making it necessary to restrict the simu-
lations to only a few (2–3) important coordinates. Despite this
severe limitation, many important applications have made use
of such quantum dynamics simulations, for example, in the
areas of photobiology,[145] optimal control of chemical reac-
tions,[146, 147] and laser-induced electron dynamics.[148]

A significant step towards a wider applicability of
quantum dynamics was the development of the multiconfi-
gurational time-dependent Hartree (MCTDH) method.[149,150]

The underlying idea is to make the basis functions time-

dependent, namely, to use an algorithm to evolve the basis
functions such that the wave function can be described with
a basis as small as possible. In MCTDH, the algorithm is
based on the variational principle. Compared to the standard
quantum dynamics, the equations of motion become signifi-
cantly more complex, but the more compact basis sets enable
simulations with tens of degrees of freedom. Moreover,
more specific variants of MCTDH, such as multilayered
MCTDH,[151] permit inclusion of about 100 degrees of free-
dom.[152] The significantly expanded applicability of MCTDH
is easily recognizable from its large number of diverse
applications, such as thermally activated delayed fluorescence
in organic light-emitting diodes,[153] organic photovoltaics,[154]

carbon monoxide photolysis in myoglobin,[155] and correlated
dynamics in highly excited molecules.[156]

A significant limitation of both standard quantum dy-
namics and MCTDH variants is that they require the full
PESs to be computed prior to the dynamics simulations. For
systems with many degrees of freedom, this becomes a major
computational bottleneck, despite the advances shown in
Section 3. Hence, much work was devoted to develop
methods that do not require prior knowledge of the PESs.
Instead, the goal was to carry out “on-the-fly” simulations,
where the potential energies are only computed at the
actually visited nuclear geometry. This can be achieved by
employing localized basis functions, for example traveling
multidimensional Gaussian functions. With this aim in mind,
different methods were developed that differ in the equations
that govern how the basis functions move. If the variational
principle is employed for the latter purpose, then one obtains
the Gaussian MCTDH (G-MCTDH) method[157] or the
variational multiconfigurational Gaussians (vMCG) meth-
od.[158–160] The latter is nowadays also available for on-the-fly
simulations in the form of the direct-dynamics vMCG (DD-
vMCG) method.[160] Alternatively, the Gaussian basis func-
tions can move according to classical mechanics, where they
either follow forces averaged over multiple states—the basis
of the multiconfigurational Ehrenfest (MCE)[161] and ab initio
multiple cloning (AIMC)[162] methods—or follow single-state
forces but with new Gaussian functions created whenever
needed, as in the ab initio multiple spawning (AIMS)
method.[163] All these methods employing Gaussian basis
functions have the great advantage that they are inherently
quantum dynamics methods that can formally produce the
exact solution if the basis set is made large enough. Although
this is not the case in real applications, all of these on-the-fly
methods have proven to be highly useful for the study of
excited-state dynamics of small molecules, such as thy-
mine,[164] cyclobutene,[165] pyrrol,[166] and ethylene.[167]

4.2. Methods Using Trajectories

Another step down on the ladder of non-adiabatic
dynamics are those methods that employ point-like, classical
trajectories for the description of the nuclei. However, to
allow for a description of non-adiabatic effects, a quantum-
mechanical description of the electrons is retained, which is
the reason these methods are termed “mixed quantum-

Figure 5. Potential energy curves of CH2S along the C@S bond calcu-
lated with different quantum chemical methods.[138] Adapted from
Ref. [138] with permission.
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classical” methods. Two such methods were traditionally very
popular. The classical Ehrenfest method[168] employs classical
trajectories that follow a force averaged over multiple states,
for example after the electronic wave function developed into
a linear combination of two electronic states during the
traversal of a conical intersection. The second method is
trajectory surface hopping (TSH),[169] where trajectories al-
ways follow the gradient of one single electronic state, which
is chosen stochastically based on how the electronic wave
function evolves. A computational advantage of both meth-
ods is that each trajectory is independent from all the others,
making the simulations easily parallelizable and thus widely
used. Unfortunately, the independent-trajectory approxima-
tion is also the largest source of error for these methods, as it
precludes a correct description of nuclear quantum effects
such as interference, tunneling, correct electronic decoher-
ence,[170,171] or geometrical (Berry) phase effects.[172–174] Hence,
the last decade has seen a huge effort in developing more
accurate and more versatile trajectory-based non-adiabatic
dynamics methods, as documented in recent reviews.[141,175–180]

The popularity of TSH because of its simplicity and computa-
tional efficiency is recognized in the large number of
applications, ranging from chemistry[181–185] to biology,[186–190]

from surface chemistry[191–193] to conjugated polyene materi-
als,[194] and from molecular rotors[116,195] to transition-metal
complexes.[11, 196]

Trajectory-based non-adiabatic dynamics has profited
from the recent development of exact factorization theory,[197]

which is an alternative to the classical Born–Oppenheimer
formalism for treating coupled nuclear–electron dynamics.
The exact factorization formalism leads to a single (time-
dependent) PES governing the nuclear motion and, therefore,
offers an elegant way to derive the exact force that classical
nuclei should feel. Hence, exact factorization is a good
starting point to derive more accurate trajectory-based non-
adiabatic dynamics methods. The first such method—cou-
pled-trajectory mixed quantum-classical (CT-MQC) dynam-
ics—was presented in 2014[198, 199] and explicitly considers all
trajectories at the same time, because the exact force involves
a term depending on the distribution of nuclear positions.
More recently, a decoupled version of CT-MQC has been
presented;[200] it employs independent trajectories and is very
much like TSH, hence it was christened decoherence-induced
surface hopping based on exact factorization (DISH-XF).
Both CT-MQC and DISH-XF have already been successfully
applied in ring-opening reactions of oxirane[199] and cyclo-
hexa-1,3-diene, respectively.[201]

4.3. Simulation of Observables

A very important aspect of any non-adiabatic dynamics
simulation should be its connection to the physical reality
described by the experiment. Indeed, in many cases, non-
adiabatic dynamics simulations are carried out to directly
model a particular experiment, most often from time-resolved
spectroscopy. The particularities of the experimental condi-
tions are used to define the initial conditions and simulation
setup. However, whereas an experiment returns a measured

spectroscopic observable, the direct outcome of a dynamics
simulation is composed of geometries, energies, and wave
function coefficients, that is, quantities that are not directly
comparable to the experimental data. Certainly, dynamics
simulations are advantageous because the wave function and
geometries can be used to directly understand the reaction
mechanism, for example, how a particular bond or electronic
state changes as a function of time over the course of the
reaction. In other words, the simulation results can rather
easily be re-framed in language that chemists understand, for
example, through a movie of molecular structures, electronic
configurations, or energy barriers. In contrast, the interpre-
tation of the spectroscopic data from a time-resolved
spectroscopic experiment into such chemical language is
significantly more difficult. Clearly, a direct link between
experiment and simulation can only be established if both
return the same data.

Therefore, a bridge between theory and experiment
requires non-adiabatic dynamics to go a step further and
explicitly simulate spectroscopic observables, such as transi-
ent absorption spectra, photoelectron spectra, and others.
Although most excited state dynamics simulations do not
compute such observables, time-resolved photoelectron spec-
tra can be simulated within some approximations. Examples
include acetone,[202] uracil,[203] 2-thiouracil[204] (Figure 6a), or
small metal atom clusters.[205] Time-resolved fluorescence
spectra have been simulated for azobenzene,[206] and time-
resolved luminescence spectra have been calculated for
a rhenium transition-metal complex[11] (Figure 6b). Transient
absorption spectra were simulated in the past for systems such
as rhodopsin[9] and to complement attosecond experiments on
methyl bromide[207] (Figure 6c). Whereas these spectra sim-
ulations are based on the computed energy differences and
transition matrix elements, simulation of time-resolved X-ray
scattering requires only to know the nuclear coordinate data.
Examples have been presented for ethylene[167] and metal-
organic Fe complexes.[208]

4.4. The Cost of Non-adiabatic Dynamics and Possibilities To
Alleviate It

The computational cost of non-adiabatic nuclear dynam-
ics simulations is the sum of a) the cost of simulating the
motion of the nuclei (and the evolution of the electronic wave
function) and b) the cost of the underlying electronic
structure calculations used to obtain the PESs, gradients,
and coupling terms. Both contributions depend very strongly
on two parameters that influence the cost differently: the size
of the system and the time scale of the simulation.

The dependence of the cost of electronic structure
calculations on the system size is a well-studied subject, and
all the techniques presented in Section 3.4 aim to alleviate this
expense. Such a cost reduction applies to both the precom-
putation of the PESs and on-the-fly ab initio calculations. In
particular, GPU-accelerated electronic structure methods for
non-adiabatic dynamics are already available.[114, 209, 210]

The size dependence of the nuclear dynamics method
itself is a different matter. Full quantum dynamics methods
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using products of linear combinations of basis functions (i.e.
standard quantum dynamics, MCTDH, G-MCTDH) scale
exponentially with the number of degrees of freedom. Hence,
these methods are only affordable for small molecules or if
only a subset of important degrees of freedom is included.
Quantum dynamics methods that use a linear combination of
multidimensional basis functions (e.g. vMCG, AIMS, AIMC,
AIMCE) generally show a polynomial scaling and thus
a better performance, although the actual scaling also
depends on the employed equations of motion. Methods
using classical nuclear trajectories are even more efficient, as
these typically scale linearly with system size. This explains
why most of the non-adiabatic dynamics simulations of large
heterogeneous systems—for example, molecules in bulk
solution, nanomaterials, or biopolymers—are nowadays per-
formed with a classical description of nuclear motion.
However, new emerging techniques for non-adiabatic dy-
namics, for example, based on ring-polymer molecular
dynamics,[211,212] might soon offer ways to include nuclear
quantum effects with favorable scaling.

Although the computational cost of non-adiabatic dy-
namics simulations scales “only” linearly with the simulated
time, many non-adiabatic processes extend over different
time scales, ranging from femtoseconds—as in barrier-free
internal conversion in molecules—to nanoseconds, micro-
seconds, or milliseconds—as in large-scale environment-
response processes of proteins. To simulate processes that
take significantly longer than the initial sub-picosecond decay,
it is necessary to substantially accelerate the non-adiabatic
dynamics, either by decreasing the computation time per step
or by steering the dynamics towards the desired processes.
One approach to decrease the computation time per step is to
avoid the electronic structure calculations altogether; for
example, by using fitted model potentials, vibronic coupling

models,[213] or machine learning potentials[214, 215,216] to describe
the PESs. Recent examples of these techniques are shown in
Figure 7. Figure 7a,b show the results of non-adiabatic
dynamics simulations using linear vibronic coupling PESs.[213]

Figure 7c,d compare the temporal evolution of the popula-
tions of the methylenimmonium cation CH2NH2

+ obtained
with MRCISD electronic structure calculations and neural
network-based PESs (about 120 times faster). Acceleration of
slow or rare processes is nowadays feasible with steered non-
adiabatic dynamics, for example based on metadynamics,[217]

thus allowing relaxation pathways to be discovered that
would otherwise take too long to reach with regular
dynamics.[218,219]

5. Conclusion

To summarize, theoretical methods for simulating photo-
chemistry are booming and are able to deal with increasing
complexity, be it the size of the molecule, electronic
correlation, or quantum effects in nuclear dynamics. This
Minireview provides a non-exhaustive overview over new
methods capable of calculating electronic excited states and
of simulating their non-adiabatic dynamics.

State-of-the-art quantum chemistry can nowadays calcu-
late vertical electronic energies of molecules with several
hundreds of atoms, as long as no multiconfigurational
situations are present, this means, mainly in organic closed-
shell systems with straightforward HOMO–LUMO transi-
tions. The calculation of gradients for systems close to 1000
atoms is not yet routine, but it is expected that the use of
GPUs and new acceleration techniques will make that
possible very soon. For molecules with strong electronic
correlation that need multiple electron configurations, meth-

Figure 6. Examples of comparisons of experimental and simulated time-resolved spectroscopic signals. a) Comparison of experimental and
simulated time-resolved photoelectron spectra of 2-thiouracil. Adapted from Ref. [204] with permission. b) Time-resolved luminescence spectrum
of [Re(CO)3(imidazole)(phenanthroline)]+. Adapted from Ref. [11] with permission. c) Attosecond transient absorption spectrum of methyl
bromide. Adapted from Ref. [207] with permission.
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ods such as DMRG seem very promising and a good number
of recent applications have been highlighted in this Minire-
view, including spin states in multimetallic complexes, which
are particularly difficult to deal with. In these cases, the size of
the molecules to be treated does not exceed 100 atoms at best
and the computational effort involved is still very large, so
routine calculations are not yet possible. A large number of
hybrid methods combining single and multireference ap-
proaches are emerging that exploit efficiency and accuracy;
unfortunately, gradients and couplings are not available yet
for many of them, thus making their use in dynamics less
appealing. Systems that are too large to be described within
one full quantum chemistry calculation, for example multi-
chromophoric systems or chromophores within an environ-
ment, can be partitioned in different ways to treat the
subsystems with different accuracy or by including approxi-
mated couplings between them.

Progress in non-adiabatic dynamics has also been consid-
erable. Aside from selecting a quantum chemical method that
is able to describe correctly the PESs of the reaction where
the nuclei will move, the choice of the nuclear dynamics
method is very important. A sizable number of methods exist.
The choice depends on how important the nuclear quantum
effects are in the reaction at hand. From full quantum
dynamics to mixed quantum-classical methods, it is nowadays
possible to calculate kinetics and other experimental observ-
ables to predict and interpret time-resolved spectroscopic
experiments with reasonable accuracy. The size and complex-
ity of molecules that can be treated dynamically is strongly
connected with the advances in electronic structure theory.
However, the challenge to extend simulated time scales from
a few picoseconds to nanoseconds or longer scales cannot be
reliant only on the progress of quantum chemistry. The use of
machine learning is receiving a lot of attention and the first
successes have already been harvested, but a lot remains to be
done.

The field of theoretical molecular photochemistry will
continue to be an active and challenging playground. It is
hoped that this Minireview will help to identify which method

is best suited for which problem, to detail the current state-of-
the-art, and inspire future developments.
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