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Supplementary Methods 
 
Database search strategy 
 
1. Web of Science 
TS=("large language model" OR "LLM" OR "GPT" OR "BERT" OR "transformer model" OR "generative 
model" OR "generative AI" OR "generative artificial intelligence" OR "generative pre-trained transformer" OR 
"bidirectional encoder representations from transformers" OR "AI language model") AND TS=(medical practice 
OR healthcare OR clinical practice OR medicine OR medical treatment OR patient) AND PY=(2022-2023) 
AND LA=(English) NOT DT=(Review) 
 
2. PubMed 
("large language model" OR "LLM" OR "GPT" OR "BERT" OR "transformer model" OR "generative model" 
OR "generative AI" OR "generative artificial intelligence" OR "generative pre-trained transformer" OR 
"bidirectional encoder representations from transformers" OR "AI language model") AND (medical practice OR 
healthcare OR clinical practice OR medicine OR medical treatment OR patient) NOT Review[Publication Type] 
2022:2023 [dp] English[la] 
 
3. Embase and Embase Classic 
Limit to (english language and уr="2022 - 2023")  
("large language model" OR "LLM" OR "GPT" OR "BERT" OR "transformer model" OR "generative model" 
OR "generative AI" OR "generative artificial intelligence" OR "generative pre-trained transformer" OR 
"bidirectional encoder representations from transformers" OR "AI language model").mp. AND (medical practice 
OR healthcare OR clinical practice OR medicine OR medical treatment OR patient).mp. NOT "Review".pt. 
 
4. ACM Digital Library 
[[Title: "large language model"] OR [Abstract: "large language model"] OR [Title: "llm"] OR [Abstract: 
"llm"] OR [Title: "gpt"] OR [Abstract: "gpt"] OR [Title: "bert"] OR [Abstract: "bert"] OR [Title: "transformer 
model"] OR [Abstract: "transformer model"] OR [Title: "generative model"] OR [Abstract: "generative 
model"] OR [Title: "generative artificial intelligence"] OR [Abstract: "generative artificial 
intelligence"] OR [Title: "generative pre-trained transformer"] OR [Abstract: "generative pre-trained 
transformer"] OR [Title: "bidirectional encoder representations from transformers"] OR [Abstract: "bidirectional 
encoder representations from transformers"] OR [Title: "ai language model"] OR [Abstract: "ai language 
model"]] AND [[Title: medical practice] OR [Abstract: medical practice] OR [Title: healthcare] OR [Abstract: 
healthcare] OR [Title: clinical practice] OR [Abstract: clinical practice] OR [Title: medicine] OR [Abstract: 
medicine] OR [Title: medical treatment] OR [Abstract: medical treatment] OR [Title: patient] OR [Abstract: 
patient]] AND [E-Publication Date: (01/01/2022 TO 12/31/2023)] 
 
5. IEEE Xplore 
Year range 2022-2023 
(("large language model" OR "LLM" OR "GPT" OR "BERT" OR "transformer model" OR "generative model" 
OR "generative AI" OR "generative artificial intelligence" OR "generative pre-trained transformer" OR 
"bidirectional encoder representations from transformers" OR "AI language model") AND (medical practice OR 
healthcare OR clinical practice OR medicine OR medical treatment OR patient) 
 


