
residual-confounding risk? Well, several such formulas are

(like Eval) suitable for pocket calculators and spread-

sheets,8,9 yet allow non-extreme and symmetric treatment

of unknowns like confounder prevalences. Such formulas

facilitate full portrayal of uncertainty about bias toward as

well as away from the null—provided the user is

acquainted enough with the topic, study design and data to

specify plausible values for their inputs.
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Observational studies of the effects of exposures or medi-

cal treatments usually suffer from confounding. Whereas

measured confounding variables can be adjusted for, it is

often impossible to correct for unmeasured confounding.

Unfortunately, the potential impact of unmeasured con-

founding, and whether an observed relation (or part of it)

may be due to unmeasured confounding, is not often dis-

cussed.1–3

To guide the thinking about unmeasured confounding,

a useful classification is in known, yet unmeasured, con-

founding variables (the ‘known unknowns’), and un-

known, and therefore unmeasured, confounding variables
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(the ‘unknown unknowns’). Given the former are known,

their relation with exposure and outcome may be known

too, and their potential confounding effect can often be

quantified through bias analysis.4–6

A starting point for the discussion about unknown

unknowns could be to ask what an unmeasured confound-

ing variable should look like in order to explain the ob-

served effect, if in fact there is no exposure–outcome

relation.6,7 This can be quantified by the E-value, which is

the minimum strength of association, on a risk ratio scale,

an unmeasured confounding variable would need to have

with both exposure and outcome in order to explain the ob-

served effect.8 Although the E-value was proposed only re-

cently, Blum et al. have already performed a systematic

review of its use and interpretation, published in this issue.9

They found that studies that report similar E-values

draw different conclusions about the potential for unmeas-

ured confounding. Given that the E-value is merely a func-

tion of the effect estimate (e.g. estimated risk ratio), this

basically shows that, despite similar effect estimates, the

perceived potential for unmeasured confounding differs be-

tween studies. A simple reason is that one field of research

may be more prone to unmeasured confounding than an-

other.10 Furthermore, the study design, rather than effect

estimate, is informative about the potential for unmeas-

ured confounding. Consider three almost identical studies

of the same exposure–outcome relation. All three studies

find that exposure increases the risk of the outcome by,

say, 33% (relative risk¼ 1.33). For each study, the E-value

is 2. But once you know that one study is a large random-

ized trial, one is an observational study with extensive ad-

justment for confounding variables, and one is an

observational study with adjustment for age and sex only,

the potential for unmeasured confounding clearly differs

between the different studies, despite the E-value being the

same.

Critics of the E-value might argue that it does not quan-

tify other sources of bias. Indeed, E-values are intended to

quantify the discussion about unmeasured confounding,

but not about, e.g. measurement error or missing values.

But since it was never the intention of E-values to do so,

the E-value is not to be blamed. Also, E-values assume that

the strength of the relations of the confounding variable

with exposure and with the outcome are the same. Those

who consider this unrealistic, can apply slightly more com-

plicated formulae,11 of which the E-value is just a particu-

lar case. Furthermore, the E-value considers the perhaps

unrealistic situation that the exposure–outcome relation is

null. It is, however, possible to calculate E-values for non-

null hypotheses.8 Finally, although E-values are often pre-

sented for a single unmeasured confounding variable, they

can be thought of as a summary of multiple unmeasured

variables.11 Note that all these concerns are about the use

of the E-value, not about the E-value itself.

A central issue in the debate about the E-value seems to

be whether this tool is a useful first step when considering

unmeasured confounding or whether it will do more harm

than good by being too simplistic.12–14 The latter concern

is justified should the E-value prevent researchers from ap-

plying more advanced bias analysis methods. But current

practice is that these methods are hardly ever used any-

way.1–3 Blum et al. argue that ‘facile automation in calcu-

lating E-values may compound the already poor handling

of confounding’.9 However, that fear is not supported by

the numbers found in their review. In 69 papers in which

an E-value was reported, 18 made no comment about the

potential impact of unmeasured confounding, whereas no

such comment was made in 52 of the 69 matched control

papers. These numbers suggest that, among researchers

who reported an E-value, there appears to be more (not

less!) attention to unmeasured confounding, which in any

case is a starting point for further discussions about that

topic.

Despite at least 60 years of literature about bias analysis

for unmeasured confounding,15 little progress has been

made in practice: usually unmeasured confounding is

addressed only vaguely, and often not at all.1–3 We should

move beyond unsubstantiated statements about unmeas-

ured confounding being present or not. E-Values are not

meant to reduce discussions about unmeasured confound-

ing to the mindless reporting of a single value. Instead,

they could provide a starting point for a substantive debate

about what unknown unknowns might look like.
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We appreciate Blum et al.’s E-value paper, published in

this issue.1 E-values2 are an approach to exploring the sen-

sitivity of non-experimental study results to unobserved

confounding. We agree with many of the points made and

disagree on others. We discuss each below and expand on

additional points.

The strengths of E-values and related
methods

To summarize the value of E-values: when measured associa-

tions are large, it may take a strong, highly imbalanced,

unobserved confounder to ‘explain away’ an observed asso-

ciation (i.e. for the association to be due entirely to con-

founding). However, in an era of moderate to small effect

sizes, less powerful unobserved confounders may explain our

findings; approaches like E-values can help us be humbler in

our conclusions. To the extent that E-values allow for more

scepticism of our work and questioning of our assumptions,

with some formal structure to it, we see this as a good thing.

Another positive aspect of simple approaches like E-values

and simple quantitative bias analysis3 is they do not require

the primary data. A summary effect estimate4 or 2� 2 table

suffices.5,6 Thus, we do not have to rely on the authors’

beliefs about confounding, but rather can generate analyses

that represent assumptions and beliefs about the unmeasured

confounder. In this sense, a simple-to-use sensitivity analysis

method (like E-values) can turn vague concerns about unob-

served confounding into some (even rough) quantitative state-

ment regarding how much we might need to worry about it.

International Journal of Epidemiology, 2020, Vol. 49, No. 5 1505

VC The Author 2020; all rights reserved. Published by Oxford University Press on behalf of the International Epidemiological Association

http://www.oxfordjournals.org/

	dyz261-TF1
	dyz261-TF2
	dyz261-TF3
	dyz261-TF4
	dyz261-TF5
	dyz261-TF6
	tblfn1
	tblfn2



