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Abstract 

Background  Sequencing-based genetic testing is widely used in biomedical research, including pathogenic micro-
organism detection with metagenomic next-generation sequencing (mNGS). The application of sequencing results 
to clinical diagnosis and treatment relies on various interpretation knowledge bases. Currently, the existing knowl-
edge bases are primarily built through manual knowledge extraction. This method requires professionals to read 
extensive literature and extract relevant knowledge from it, which is time-consuming and costly. Furthermore, manual 
extraction unavoidably introduces subjective biases. In this study, we aimed to automatically extract knowledge 
for interpreting mNGS results.

Method  We propose a novel approach to automatically extract pathogenic microorganism knowledge based 
on the question-answer (QA) model. First, we construct a MicrobeDB dataset since there is no available pathogenic 
microorganism QA dataset for training the model. The created dataset contains 3,161 samples from 618 pub-
lished papers covering 224 pathogenic microorganisms. Then, we fine-tune the selected baseline model based 
on MicrobeDB. Finally, we utilize ChatGPT to enhance the diversity of training data, and employ data expansion 
to increase training data volume.

Results  Our method achieves an Exact Match (EM) and F1 score of 88.39% and 93.18%, respectively, 
on the MicrobeDB test set. We also conduct ablation studies on the proposed data augmentation method. In 
addition, we perform comparative experiments with the ChatPDF tool based on the ChatGPT API to demonstrate 
the effectiveness of the proposed method.

Conclusions  Our method is effective and valuable for extracting pathogenic microorganism knowledge.

Keywords  Genetic testing, Interpretation knowledge extraction, Pathogenic microorganism, MicrobeDB, Question-
answer

Introduction
Since the advent of next-generation sequencing (NGS) 
technology, genetic testing has been rapidly developed 
in the biomedical field, including the clinical detection 
of pathogenic microorganisms [1, 2]. Raw data of the 
sequencing results requires bioinformatics analysis and 
clinical interpretation. At present, mNGS can generate 
a large amount of genomic data on pathogenic micro-
organisms in a short period of time and get relatively 
accurate information about the composition of patho-
genic microorganisms through bioinformatics analysis. 
Interpreting these pathogenic microorganisms is of great 
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significance for clinical diagnosis and treatment [3, 4]. 
However, in the realm of pathogenic microorganisms, 
extant databases are primarily biological information 
databases [5–8]. These resources mainly aid researchers 
in understanding pathogenic microorganisms’ biological 
characteristics and pathogenic mechanisms. The precise 
interpretation knowledge base that can assist doctors 
in clinical diagnosis and treatment is extremely scarce. 
Therefore, building an accurate pathogenic microorgan-
ism interpretation knowledge base is essential to support 
clinical decision-making. In constructing such a knowl-
edge base, knowledge extraction is crucial. How to accu-
rately and efficiently extract meaningful knowledge that 
serves the clinic has become an increasingly urgent issue 
for researchers to consider.

To obtain comprehensive and reliable pathogenic 
microorganism knowledge that serves clinical decision, 
we need to collect many research papers on pathogenic 
microorganisms from diverse sources. At the same time, 
the data collection process needs to ensure that the col-
lected documents are reliable and closely related to 
pathogenic microorganisms. Moreover, a team of knowl-
edgeable professionals with a deep understanding of the 
biological characteristics, pathogenicity, and drug usage 
of pathogenic microorganisms is required to manually 

extract the necessary knowledge from research papers 
and to organize and classify the extracted information in 
a structured manner.

Currently, knowledge extraction primarily relies on 
manual methods, as shown in Fig. 1a. Professionals con-
duct online literature searches to collect relevant papers 
and extract the required knowledge by manually reading 
the full text. However, this approach is time-consuming 
and costly, especially as the number of pathogenic micro-
organism-related research papers has rapidly increased 
in recent years. To improve the efficiency of acquiring 
knowledge, some researchers have adopted automatic 
online retrieval methods to collect relevant literature 
and employed simple text processing techniques, such 
as rule-based keyword highlighting or entity information 
highlighting based on natural language processing (NLP), 
to underline potentially important text [9–11]. According 
to the highlighted text, the required knowledge is manu-
ally extracted. Although this method has improved the 
efficiency of knowledge extraction to some extent, much 
of the highlighted content is irrelevant. Therefore, it still 
takes a great deal of time.

To further reduce the time required for manually read-
ing literature and improve the efficiency, in this paper, 
we propose a novel method for automatically obtaining 

Fig. 1  Comparison of the previous manual method with our proposed method. The proposed approach models knowledge extraction as a QA 
task, automatically analysing papers and extracting knowledge. We used an existing trained advanced model, such as DeBERTaV3, as our base 
model. To further improve models’ performance, we created the new QA dataset (MicrobeDB) and used ChatGPT to perform data augmentation, 
which was then used to fine-tune the base model. Best viewed in colour
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knowledge about pathogenic microorganisms based 
on the QA model. Since existing extraction models can 
answer question accurately, we have modelled knowledge 
extraction as a QA task, as shown in Fig.  1b. We select 
DeBERTaV3 [12], one of the latest and most advanced 
models, and BioBERT [13], specially designed for bio-
medical text processing, as our knowledge extraction 
models. However, directly applying these two models 
to knowledge extraction of pathogenic microorganisms 
struggles with the problem of task adaptation. To address 
this, we create a pathogenic microorganism dataset to 
fine-tune QA models, as shown in Fig. 1c. Our dataset is 
named MicrobeDB, which contains 3,161 samples drawn 
from 618 published papers on 224 pathogenic microor-
ganisms. Each question’s answer is essential knowledge. 
Experimental results demonstrate the effectiveness of 
modelling knowledge extraction as a QA task. To fur-
ther improve models’ performance, we adopt two data 
augmentation methods. We use ChatGPT and data 
expansion to increase the diversity and number of train-
ing samples. Additionally, we use the ChatPDF tool [14] 
based on the ChatGPT API to extract pathogenic micro-
organism knowledge and compare it with our method to 
show the effectiveness of the proposed approach.

The main contributions of this article are as follows:

•	 We propose a novel approach to automatically 
extract pathogenic microorganism knowledge based 
on the QA model, improving the efficiency of knowl-
edge extraction.

•	 We create a pathogenic microorganism QA dataset, 
MicrobeDB, containing 3161 samples by extracting 
information from 618 published papers related to 224 
species of microorganisms.

•	 To increase the diversity of training data, we employ 
ChatGPT, the most popular large model, to gener-
ate diverse questions, improving the model’s perfor-
mance.

•	 Extensive experimental results demonstrate the 
effectiveness of the proposed method.

Related work
Knowledge extraction
Constructing a precise interpretive knowledge base is 
a complex and time-consuming task that requires the 
integration of various technologies and methods, such 
as data collection, database construction, and data min-
ing. At present, public knowledge bases have been 
established in multiple fields, such as oncology [15] and 
genetic diseases [16]. Their procedures generally need 
manually retrieving pertinent papers online from public 
databases and downloading relevant literature, which is 

subsequently subjected to manual reading. The extracted 
knowledge is then stored in a database.

However, manually collecting literature and extracting 
knowledge is time-consuming and expensive. Particu-
larly, with the rapid growth of related research papers, 
the cost of human resources will increase exponentially. 
In recent years, researchers have used online searches 
to automatically collect relevant literature and adopted 
some text processing techniques (such as rule-based 
keyword highlighting or entity information highlight-
ing based on NLP) to underline important text [9–11], 
improving the efficiency of knowledge extraction. How-
ever, this method still requires manual selection and 
extraction from a large number of candidate texts, thus 
facing a time-consuming problem. Building a patho-
genic microorganism interpretive knowledge base is an 
even more challenging task. Due to the large number 
and rapid changes of pathogenic microorganisms and 
the wide variety of diseases involved, constructing such 
a knowledge base is more difficult, requiring longer time 
and higher costs. Recently, Sandra et  al. [17] developed 
an advanced database named Omnicrobe, primarily con-
taining huge descriptions of microbe properties related 
to food microbe flora. PubMed is the largest source 
of Omnicrobe and the only source of Omnicrobe for 
Taxon-Phenotype and Taxon-Use relationships. How-
ever, Omnicrobe solely encompasses abstracts sourced 
from PubMed and does not encompass the remaining 
sections of papers. Secondly, Omnicrobe’s primary audi-
ence consists of food processing researchers, agro-indus-
trial technology institutes, agrofood companies, artisans, 
and food safety agencies, rather than being specifically 
designed for clinical decision-making. Thirdly, the text 
mining process for microbial information outlined in 
Omnicrobe requires three intricate steps: entity recogni-
tion, entity normalization, and relation extraction. This 
process necessitates the integration of information from 
each step to derive knowledge, and there is a problem of 
error accumulation [18].

To establish a comprehensive and reliable clinical 
pathogenic microorganism interpretive knowledge base, 
a large number of related research papers and high-level 
professionals are required, and a significant amount of 
human and financial resources need to be invested. In the 
biomedical domain, BioASQ organizes the similar task, 
the challenge on biomedical semantic QA, to facilitate 
the development of research for extracting information 
from biomedical text. In BioASQ 2023, prevalent meth-
ods [19–23] involve leveraging the strategy of “pre-train 
and fine-tune” to enhance model performance, suit-
able for the scenario with limited target training data. 
Moreover, many approaches [19, 21, 22, 24] have further 
embraced various data augmentations to enhance the 
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robustness of models. Additionally, some works [20, 25] 
explore various prompts to enhance the effectiveness of 
the responses. However, the BioASQ-QA task is for the 
broad biomedical scientific field and the BioASQ-QA 
benchmark dataset covers questions as much as possible 
in medicine, biosciences, and bioinformatics, not specifi-
cally for pathogenic microorganism knowledge extrac-
tion. In this study, our proposed method is designed 
for extracting the interpretive knowledge of pathogenic 
microorganisms. We adopt a “pre-train and fine-tune” 
training strategy and establish the MicrobeDB dataset 
to enhance the QA model’s adaptability for pathogenic 
microorganism knowledge extraction. Diverging from 
the previous data augmentations, we utilize ChatGPT 
to generate new questions to form additional question-
context pairs. Furthermore, the data collection of our 
method is oriented toward the full texts of retrieved 
articles.

Question answering
There are two basic types of AI-based QA: extraction 
QA and generative QA [26]. Extraction QA relies on 
pre-existing information to extract an answer from a 
given context. On the other hand, generative QA gener-
ates answers relevant to the questions that do not need 
to come from the original context [27]. Extractive QA is 
usually suitable for scenarios where both the question and 
the answer are explicit; generative QA is suitable for sce-
narios where more ambiguous and open-ended questions 
are handled. Generative QA is more flexible and detailed 
in its answers but suffers from some uncertainty. Mis-
takes and uncertainties might have serious consequences, 
as the extracted pathogenic microbiological knowledge is 
for clinical diagnosis and treatment. In contrast, profes-
sionals easily check answers predicted using extractive 
QA to ensure correctness [28]. Therefore, we select the 
extractive QA methodology. A variety of attention-based 
interactions between context and query are the early 
trend [29], including Bidirectional Attention Flow [30], 
Gated Self-Matching [31], Attention-over-Attention [32] 
and Fully-Aware Attention [33]. With the advent of BERT 
[34], QA enters the era of pre-trained models. These 
pre-trained language models include XLNet [35], RoB-
ERTa [36], T5 [37], BioBERT [13], ALBERT [38], ELEC-
TRA [39], and DeBERTa [12, 40]. Among the models, 
since DeBERTa is the latest pre-train model and exhibits 
exceptional performance on a wide range of downstream 
natural language understanding (NLU) tasks, we select 
the latest DeBERTaV3 as our baseline model. In addition, 
since BioBERT is pre-trained on PubMed abstracts and 
PubMed Central full-text articles and is designed explic-
itly for biomedical text processing [41, 42], we also add 
BioBERT as our baseline model.

Materials and methods
In this section, we first present an overview of our 
approach for modelling knowledge extraction as a QA 
task, followed by a description of data collection about 
pathogenic microorganisms. Subsequently, we introduce 
dataset creation, producing the MicrobeDB dataset using 
our annotation tool. Finally, we employ data augmenta-
tion through ChatGPT and data expansion to enhance 
the QA model’s performance on pathogenic microorgan-
ism knowledge extraction.

Overall framework
Currently, the primary method of extracting pathogenic 
microorganism knowledge is manual extraction, which 
is extremely time-consuming and costly. Therefore, we 
propose a novel approach that combines online retrieval 
and the QA model to quickly and accurately obtain key 
knowledge about pathogenic microorganisms. It is a 
one-stop solution: automatically retrieves relevant lit-
erature online, crawls their publicly available contents, 
and predicts knowledge answers using the QA model. 
The method consists of data collection, dataset creation, 
and knowledge extraction, as shown in Fig.  2. For data 
collection, we utilize the PubMed E-utilities application 
programming interface for online retrieval and develop a 
crawler server to obtain publicly available relevant litera-
ture content automatically. This can improve efficiency 
and reduce labour costs. For dataset creation, we first 
design a pathogenic microorganism knowledge ques-
tion template. Then we develop an online dataset label-
ling tool to highlight essential vocabularies and sentences 
about pathogenic microorganism knowledge, making it 
easier for labellers to locate crucial information quickly 
and improving dataset creation efficiency. For knowledge 
extraction, we select DeBERTaV3 and BioBERT as base-
line models and employ two data augmentation methods 
to improve the models’ performance. One is to use the 
advanced ChatGPT to increase the diversity of training 
samples. The other is data expansion that reviewed and 
corrected online samples by professionals can be con-
tinually expanded to training samples. The trained model 
automatically analyses the paper content according to the 
given knowledge question and predicts the knowledge 
answer.

Data collection
We develop a data collection tool to enhance the efficacy 
of gathering data about pathogenic microorganisms. Our 
tool automatically searches for relevant papers and loads 
their contents. Specifically, users can first initiate a search 
on the tool’s first page by inputting the desired species 
name into the designated input box (as exemplified in 
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Fig. 3) and clicking the “Submit” button or pressing the 
enter key. Then, our tool utilizes the PubMed E-utilities 
API, provided by the National Center for Biotechnol-
ogy Information (NCBI), to conduct online searches for 
papers relevant to the specified species. It retrieves the 
PubMed Unique Identifier (PMID) lists and presents 
the corresponding paper titles and their abstracts, as 
depicted in Fig. 4. When the user selects a publicly avail-
able paper or directly enters its PMID, the tool can obtain 
the article link provided by PubMed and automatically 
fetch the article’s content using our crawler program. 

Finally, the content is exhibited online, accompanied by 
a knowledge form area to record the manually extracted 
knowledge from the paper. The form area is amenable to 
both manual input of knowledge answers and automatic 
filling of knowledge answers predicted by the QA model.

Our data collection tool is developed with web tech-
nology, utilizing the B/S architecture. The front-end page 
is rendered through the Vue.js framework, while the 
MySQL database is used for data storage.

Dataset creation
Although existing advanced QA models have good text 
comprehension capabilities, they are not tailored for 
extracting knowledge about pathogenic microorganisms. 
Directly applying these models to knowledge extraction 
of pathogenic microorganisms struggles with the prob-
lem of task adaptation. As shown in the Results and dis-
cussion  section (see Baseline models  section), they do 
not yield excellent performance. Therefore, we create a 
pathogenic microorganism QA dataset for fine-tuning 
QA models. Due to the specificity of the pathogenic 
microorganism field, dataset creation necessitates pro-
fessional annotation, which requires a considerable 
amount of time to read the full text. We have two dedi-
cated annotators for dataset creation, whose expertise in 
the relevant domain ensures a nuanced understanding of 
microbiological information. To improve annotation effi-
ciency, our data collection tool also includes annotation 
functions. Specifically, we first create a list of keywords 

Fig. 2  The overall framework of our method. It contains three parts: data collection, dataset creation, and knowledge extraction. a We automatically 
retrieve relevant articles about pathogenic microorganisms and crawl their publicly available contents. b We highlight important content based 
on the keyword list for specific knowledge and manually create a pathogenic microorganism QA dataset. c We employ ChatGPT and data 
expansion to enhance the training samples and subsequently use these samples to fine-tune the QA model to improve the model’s performance 
on knowledge extraction. Best viewed in colour

Fig. 3  First page of pathogenic microorganism-related literature 
search for data collection. This page allows users to enter 
either a keyword, such as the species Cutibacterium avidum, 
or a PubMed Identifier (PMID) to search for relevant articles. Best 
viewed in colour
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corresponding to the desired pathogenic microorganism 
knowledge, as shown in Supplementary Table  S1. The 
keyword list can be updated, i.e., keywords involved in 
each type of knowledge can be added, deleted, and modi-
fied. Then, when the annotator hopes to annotate specific 
knowledge, the tool automatically highlights the cor-
responding keywords and sentences in different colours 
based on the keyword list for that knowledge, as shown 
in Fig. 5. With this highlighting method, annotators typi-
cally do not need to read the entire text to label answers. 
If the highlighted content does not provide sufficient 
information to make an annotation decision, the annota-
tor may proceed to read the relevant context. The labelled 
results are stored in a database. In research papers, the 
answers are usually clear. We conduct detailed nego-
tiations on annotation style to maintain consistency. We 
explicitly specify that annotators should not omit essen-
tial modifying words when labeling answers. Moreover, 
our two annotators, being colleagues working closely 
together, can communicate seamlessly. They undergo 
a dual-review process to ensure the dataset’s consist-
ency and reliability. When finding a discrepancy annota-
tion, the annotators discuss the reasoning behind their 
annotations and decide together. If consensus cannot be 
reached, the sample is marked as a ’fuzzy’ sample and is 

not included in the dataset. These samples are set aside 
for potential future review and analysis to identify pat-
terns and determine the final annotation. In our practice, 
no samples have been marked as ’fuzzy’ to date, demon-
strating the high quality and effectiveness of our annota-
tion process.

When creating the pathogenic microorganism QA 
dataset, we focus on obtaining clinically relevant knowl-
edge. In order to serve the interpretation of clinical path-
ogenic microorganisms, the extracted information needs 
to provide strong support for the diagnosis and treatment 
of infectious diseases in clinical practice. Through actual 
communication with clinicians, we emphasize the practi-
cality of question types, ensuring the provision of infor-
mation with direct guiding significance. Consequently, 
we identify eight question types, including the pathogen’s 
Gram stain type, locations, related diseases, pathogenic-
ity, drug sensitivity, drug resistance, oxygen requirements, 
and morphological characteristics. We use the labelled 
knowledge as the answer, and the question correspond-
ing to the knowledge is taken from the question tem-
plate, thus constituting the QA pair for each sample. The 
knowledge question template is shown in Table 1. Specif-
ically, these question types encompass whether the path-
ogenic microorganism is gram-positive or gram-negative, 

Fig. 4  Results page of pathogenic microorganism-related literature search for data collection. The example displays a list of articles relevant 
to the species Cutibacterium avidum, including titles and abstracts. Pagination controls are visible at the bottom of the page, allowing navigation 
through multiple pages of results. Best viewed in colour
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how about its requirement for oxygen, where it normally 
exists, what about its pathogenicity, what diseases it can 
cause, what drugs it is sensitive to, etc. The answers to 
these questions can directly assist clinicians in assess-
ing the impact of pathogenic microorganisms in specific 

environments and guide the formulation of treatment 
plans. We analyse over 600 published papers involving 
224 pathogenic microorganisms. The species included in 
the dataset are commonly encountered in clinical infec-
tions or have been previously reported in infection cases. 
Ultimately, we produce the MicrobeDB dataset with 3161 
samples, with a training-testing split ratio of 7:3, consist-
ing of 2188 and 973 samples, respectively. The number 
of samples for each question type in the training and test 
sets is detailed in Table 2. Due to the varying amount of 
extractable knowledge from each paper, the proportion 
of samples per question type is different in the dataset. 
In the process of data collection, we observe that knowl-
edge related to Gram stain type, location, and disease 
questions is more prevalent in relevant research litera-
ture, allowing us to gather a greater number of samples 
and resulting in a higher proportion of samples for these 
question types.

Fig. 5  An example data annotation page of the species Cutibacterium avidum for dataset creation using our labelling tool. The left side 
of the figure displays the article content, while the right side shows fields for the article title, species name, and eight question types. When 
annotators click on the input box under the selected question type, the tool automatically highlights relevant keywords and sentences in different 
colours based on a keyword list for this question type. In this example, the user selected the input box beneath the Diseases heading, leading 
the tool to highlight disease-related keywords such as “joint infections” along with the corresponding sentences. Annotators can then label 
the answer to the question according to the highlighted text. Best viewed in colour

Table 1  Question template per question type

‘XXX’ denotes the species name

Question type Question template

Gram Whether XXX is gram-positive or gram-negative?

Locations Where does XXX normally exist?

Diseases What kinds of diseases can XXX cause?

Pathogenicity What about the pathogenicity of XXX?

Sensitivity What kinds of drugs are XXX sensitive to?

Resistance What kinds of drugs are XXX resistant to?

Oxygen How about XXX’s requirement for oxygen?

Morphology What is the shape of XXX?

Table 2  Detailed distribution of sample numbers for each question type in the MicrobeDB dataset

Dataset Number of Samples per Question Type Total

Gram Locations Diseases Pathogenicity Sensitivity Resistance Oxygen Morphology

Training set 327 312 645 160 180 114 209 241 2188

Test set 147 149 310 49 78 41 90 109 973
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Knowledge extraction
We select DeBERTaV3 and BioBERT as our knowledge 
extraction models. The former is one of Microsoft’s lat-
est and best-performing pre-trained models. The latter is 
specifically designed for processing biomedical text and 
has shown remarkable performance in various NLP tasks 
within the biomedical field. Though the MicrobeDB data-
set contains more than 3100 samples, the number is still 
relatively small for fine-tuning the two models. Therefore, 
to further improve their performance, we employ data 
augmentation through ChatGPT to enhance the diversity 
of training data and data expansion to increase training 
data volume.

We use ChatGPT to generate new questions that con-
vey the same meaning but differ in phrasing. We find 
that there are more different answers to three types 
of knowledge questions in research papers, includ-
ing related diseases, locations, and drug sensitivity, 
as opposed to other questions. Given the complexity 
of knowledge answers, we enhance the samples of the 
above three types during model training. Specifically, 
we employ the generated question, the original context, 
and the labelled answer to constitute a new sample. For 
example, for better-extracting knowledge about Morax-
ella lacunata’s related diseases, locations, and drug sen-
sitivity, questions in the template and those generated 
by ChatGPT (as shown in Table 3) are both utilized for 
model training. By introducing different question for-
mats, we provide the QA model with diverse samples 

that help it learn more natural language expressions, 
improving its accuracy and robustness in pathogenic 
microorganism knowledge extraction.

In addition, we use data expansion to increase the 
number of training samples. Specifically, we first use the 
MicrobeDB training set and its augmentation through 
ChatGPT to fine-tune the QA model. The fine-tuned 
QA model is then employed to predict the answers for 
the specific knowledge questions in online papers, and 
these predictions are highlighted in conjunction with 
their corresponding sentences to facilitate professionals 
checking the response’s correctness quickly. When the 
extracted knowledge is wrong, they correct the results 
online. The reviewed and corrected answers and the 
corresponding questions are also used to further fine-
tune the QA model to help it learn more features. This 
approach allows us to continually increase new training 
samples, improving the model’s performance.

Results and discussion
In this section, we conduct extensive experiments to 
demonstrate the effectiveness of the proposed method. 
Firstly, we present the experiments of DeBERTaV3 and 
BioBERT on the MicrobeDB dataset. Subsequently, we 
employ data augmentation methods to improve their 
performance. Finally, we perform comparative experi-
ments on knowledge extraction between the proposed 
method and ChatPDF.

Table 3  Enhancing the knowledge question diversity on Moraxella lacunata’s related diseases, locations, and drug sensitivity through 
ChatGPT

Question template for related diseases What kinds of diseases can Moraxella lacunata cause?

Enhancing question diversity about related diseases What is the disease spectrum of Moraxella lacunata?

What health problems can result from Moraxella lacunata colonization?

Which diseases are associated with Moraxella lacunata infection?

What are the diseases that can be caused by Moraxella lacunata?

What types of illnesses can Moraxella lacunata contribute to?

Question template for locations Where does Moraxella lacunata normally exist?

Enhancing question diversity about locations What are the typical habitats of Moraxella lacunata?

In what environments can Moraxella lacunata be found?

What are the common sites where Moraxella lacunata is known to inhabit?

Where is Moraxella lacunata commonly present?

In what locations can Moraxella lacunata usually be found?

Question template for drug sensitivity What kinds of drugs are Moraxella lacunata sensitive to?

Enhancing question diversity about drug sensitivity Which drugs are effective against Moraxella lacunata?

What medications can be used to treat Moraxella lacunata infections?

What drugs have been shown to be active against Moraxella lacunata?

What are the drugs that Moraxella lacunata is vulnerable to?

Which antibiotics are recommended for treating Moraxella lacunata infections?
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Baseline models
In this section, we conduct experiments using the 
MicrobeDB dataset to evaluate two baseline models 
for pathogenic microorganism knowledge extraction: 
DeBERTaV3 and BioBERT. Both are pre-trained language 
models based on the Transformer [43] architecture and 
have been extensively fine-tuned to adapt well to the 
QA task. We select the trained weight files provided by 
Hugging Face for DeBERTaV3 and BioBERT: deberta-v3-
base-squad2 [44] and biobert_v1.1_pubmed_squad_v2 
[45], respectively, and discover that they do not yield 
excellent performance for pathogenic microorganism 
knowledge extraction. Therefore, to better adapt DeBER-
TaV3 and BioBERT to this task, we fine-tune the models 
using the MicrobeDB training set. We use Exact Match 
(EM) and F1 score as performance evaluation metrics, 
as with most extractive QA tasks [46]. The experimental 
results are listed in Table 4. This table shows that using 
the MicrobeDB dataset greatly improves models’ perfor-
mance, indicating the importance of creating a patho-
genic microorganism QA dataset.

Furthermore, Table 4 demonstrates that the fine-tuned 
DeBERTaV3 performs comparably to the fine-tuned 
BioBERT. Their EM values are the same, and the F1 score 
of DeBERTaV3 is 1.02% lower than BioBERT. This may be 
due to BioBERT being pre-trained on biomedical domain 
corpora (PubMed abstracts and PMC full-text articles). 
When the number of samples for fine-tuning is insuffi-
cient, BioBERT can better adapt to the specific language 
and knowledge of the biomedical field, resulting in bet-
ter performance. Since professionals pay more attention 
to the exact matching of predicted and labelled answers, 
we use both models as baseline models for subsequent 
experiments.

Data augmentation
In this study, we utilize data augmentation to enhance the 
performance of QA models. Given the already high per-
formance of these fine-tuned baseline models, achieving 
further improvements is challenging and meaningful. We 

employ data augmentation through ChatGPT to increase 
the diversity of training data, aiming to improve models’ 
generalization ability and robustness. We find that there 
are more different answers to three types of knowledge 
questions in research papers, including related diseases, 
locations, and drug sensitivity, as opposed to other ques-
tions. Therefore, we select to enhance the three types of 
knowledge questions. For each of the above types, Chat-
GPT is utilized to generate five additional questions that 
are semantically similar to those in the question template 
but have different phrasing. This augmentation approach 
is plug-and-play, requiring minimal adjustment to inte-
grate with existing models. From Table 5, we observe that 
the performance of both baseline models has improved. 
Specifically, the DeBERTaV3 model has demonstrated a 
1.44% increase in EM and a 1.09% increase in F1 score, 
resulting in 88.18% and 93.14%, respectively. Similarly, 
the BioBERT model has shown a 0.93% increase in EM 
and a 0.05% increase in F1 score, reaching 87.67% and 
93.12%, respectively. These are non-negligible improve-
ments in this specialized field. We augment the training 
samples with diverse question variations to enhance the 
model’s ability to understand different expressions. For 
example, in disease-related questions, the augmented 
samples included different expressions such as ’contrib-
ute to,’ ’result from,’ and ’associate with.’ These variations 
help the models learn to extract answers from different 
contexts, regardless of how the information is phrased 
in those contexts. Consequently, after applying Chat-
GPT augmentation, prediction errors in disease-related 
questions decreased obviously–from 62 to 52 errors in 
the DeBERTaV3 model, and from 60 to 55 errors in the 
BioBERT model. This increased diversity enables the 
models to handle different sentence structures more 
effectively, thereby improving their accuracy in con-
textual knowledge extraction. The experimental results 
indicate that using ChatGPT to augment the disease 
and location questions with diversity is effective, except 
for drug sensitivity questions. We discover that many 
drug names of drug sensitivity questions appearing in 

Table 4  Performance comparison of the fine-tuned DeBERTaV3 model and the fine-tuned BioBERT model on the MicrobeDB test 
dataset

The best performance is highlighted in bold

QA model Number of prediction errors per question type EM F1 score

Gram Locations Diseases Pathogenicity Sensitivity Resistance Oxygen Morphology

Pretrained DeBERTaV3 126 71 191 39 37 15 64 90 34.94 47.68

Fine-tuned DeBERTaV3 4 21 62 8 15 4 2 13 86.74 92.05
Pretrained BioBERT 114 61 158 45 36 15 78 98 37.82 50.06

Fine-tuned BioBERT 2 20 60 10 20 8 1 8 86.74 93.07
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pathogenic microbiology-related papers are outside 
the token table of QA models, which affects the under-
standing of these out-of-vocabulary (OOV) drug words, 
phrases and contexts, making it difficult to achieve good 
answers. Therefore, we plan to add new drug-related 
tokens to the token table of QA models to improve the 
models’ understanding of drug-related contexts and 
overall performance. Our work demonstrates the effec-
tiveness of ChatGPT-driven augmentation in this task. 
In the future, we will explore more large model prompts, 
experiment with different large models, and investi-
gate other large model-based augmentation methods to 
achieve better results.

In addition, we employ data expansion to improve the 
model’s performance. After generating the model’s pre-
dictions for knowledge answers online, professionals can 
review the predictions. When the extracted answers are 
wrong, they correct the results online. The reviewed and 
corrected answers are then integrated with the contexts 
and related questions, producing new samples. These 
online samples are subsequently used to fine-tune QA 
models. This method allows for the continuous addition 
of additional training samples. We expand the train-
ing set with 466 new samples obtained from 89 papers 
through this method, including 78 samples for Gram 
stain type, 58 samples for locations, 157 samples for 
related diseases, 19 samples for pathogenicity, 42 sam-
ples for drug sensitivity, 41 samples for drug resistance, 
22 samples for oxygen requirements, and 49 samples 
for morphological characteristics. Experimental results 
are shown in Table  5. DeBERTaV3 reached 88.39% and 
93.18% in EM and F1 score, respectively, and BioBERT 
arrived at 88.28% and 93.32% in EM and F1 score, respec-
tively. Both these pre-augmentation and post-augmenta-
tion results demonstrate the effectiveness of modelling 
knowledge extraction as a QA task.

Compare with ChatPDF
ChatPDF is a tool using the ChatGPT API for quickly 
extracting the needed information from any PDF file [47]. 
Upon receiving a user query, ChatPDF presents the rel-
evant paragraphs and the question to the text-generation 
model and returns the generated answer to the user. We 
also utilize ChatPDF to extract the desired knowledge 
from research papers on pathogenic microorganisms. 
We randomly choose 25 papers covering 17 species and 
pose 143 questions that could be answered using the 
information within these papers. The predicted answer 
to the question is valuable if it is correct. We compare 
ChatPDF with our method. Since the DeBERTaV3 model, 
fine-tuned using the MicrobeDB training set and the 
above two data augmentations, has the best EM value 
in the MicrobeDB test set, we employ the fine-tuned 

DeBERTaV3 as the QA model used in our approach. The 
detailed comparative record is presented in Supplemen-
tary Table S2. We find it necessary to occasionally modify 
the questions asked to obtain the correct answers when 
using ChatPDF. The experimental results show that our 
method has 1 question where one of the answers is incor-
rect, but ChatPDF has 13 questions where it replies that 
the provided article does not contain the answer infor-
mation, i.e., none of the answers to these knowledge 
questions are extracted.

Furthermore, compared to ChatPDF, we discover that 
the proposed method is also superior in the following 
two ways: First, the answers extracted by our method 
are directly from the original text and are more accu-
rate and concise. It is easier to facilitate the traceability 
of answers and verify the accuracy of answers, making it 
suitable for clinical decision-making services. Moreover, 
the answers from ChatPDF are sometimes extended with 
irrelevant information. It is difficult to judge the accuracy 
of answers generated by ChatPDF. Second, our approach 
allows for the batch processing of all knowledge ques-
tions for a paper, automatically loading and displaying the 
article’s content and quickly predicting their answers. The 
answers can be submitted with one click after the review 
is completed and saved to the backend database, facili-
tating efficient data management. However, ChatPDF 
does not provide batch processing to the questions and 
needs manual questioning, manual copying of answers, 
and manual data management, which is troublesome. 
These findings suggest that our method is more suitable 
than ChatPDF for extracting pathogenic microorganism 
knowledge.

Explore the effect of sample variation on model 
performance
To understand the effect of variations in sample size 
for different question types on model performance, we 
employ a specific strategy: we keep the number of sam-
ples constant for seven question types during each model 
training and halve the sample quantity for one specific 
question type. Thus, a total of eight distinct models are 
trained, and a comprehensive evaluation is conducted, as 
presented in Table 6. The fine-tuned DeBERTaV3 model 
on the full training set with the best EM value is used as 
the comparative model. From Table 6, it can be observed 
that for half of question types, such as locations, diseases, 
etc., a reduction in the training sample quantity for the 
specific question type led to a decline in the model’s pre-
dictive performance on that question. For the other half 
of question types, the testing results are similar to the 
outcomes of the comparative model. This shows that 
more training samples may have a positive impact on 
model performance.
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Furthermore, we conduct an evaluation on a novel set 
of samples to assess the generalizability of our approach. 
Our evaluation encompasses a new dataset featuring pre-
viously unseen question types related to clinical infec-
tions, such as how about the virulence of the pathogenic 
microorganism, whether it has catalase, how about its 
motility, whether it forms spores, etc. The dataset con-
tains 247 samples. Notably, our approach achieves 
83.81% accuracy (EM) and an 89.32% F1 score.

Conclusion
In this study, we propose a novel method for automati-
cally extracting knowledge about pathogenic micro-
organisms based on the QA model. Our method 
automatically retrieves related articles, crawls their pub-
licly available contents, and predicts the answers to the 
targeted knowledge. To make the QA model better suita-
ble for pathogenic microorganism knowledge extraction, 
we create the MicrobeDB dataset to fine-tune it. Moreo-
ver, we utilize ChatGPT to enhance the diversity of train-
ing data and employ data expansion to increase training 
data volume. Extensive experiments demonstrate the 
effectiveness of the proposed method. However, cur-
rently there are two limitations to our approach. First, the 
MicrobeDB dataset only includes eight question types 
related to pathogenic microorganisms. This may lead to 
suboptimal performance when the model encounters the 
new knowledge extraction task for new question types. 
Our future plan is to incorporate more question types 
related to interpretation of clinical pathogenic micro-
organisms and improve the model effectiveness to bet-
ter serve clinical decision-making. Second, our database 
contains redundant knowledge extracted from different 
papers. In the future, we will consider how to remove 
redundant knowledge to eventually build a comprehen-
sive and reliable knowledge base.
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