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A B S T R A C T   

The work aims to develop an effective tool based on Digital Twins (DTs) for forecasting electric 
power consumption of industrial production systems. DTs integrate dynamic models combined 
with Augmented State Extended Kalman Filters (ASEKFs) in a learning process. The connection 
with the real counterpart is realized exclusively through non-intrusive sensors. This architecture 
enables the model development of industrial systems (components, machinery and processes) on 
which complete knowledge is not available, by identifying the model’s unknown parameters 
through short online training phases and small amounts of real-time raw data. ASEKFs track the 
unknowns keeping models updated as physical systems evolve. When a forecast is needed, the 
current estimates of the uncertain parameters are integrated into the dynamic models. These can 
then be used without ASEKFs to predict the actual energy use of the system under the desired 
operating conditions, including scenarios that differ from typical functioning. The approach is 
validated offline with reference to the electricity consumption of an automatic coffee machine, 
which represents a real test environment and a blueprint to design DTs for other industrial sys
tems. The appliance is observed by measuring the supply voltage and the absorbed current. The 
accuracy of the results is analyzed and discussed. This method is developed in the context of 
energy consumption prediction and optimization in the manufacturing industry through refined 
energy management and planning.   

1. Introduction 

The industrial manufacturing sector accounts for a substantial part of the world economy and is among the sectors that consume 
most of the energy [1,2] and are responsible for most emissions [3]. It creates a vast variety of products on a wide range of scales, from 
small enterprises to big companies. Industries are constantly expanding and their energy consumption follows this growth [4]. Pre
dicting and optimizing the industrial manufacturing energy usage and investigating its impact on the environment can make pro
duction more cost-efficient and sustainable. 

Factories are approaching the Industry 4.0 model characterized by control automation, flexible production lines, modular pro
duction [5] and integration of smart sensors and Internet of Things [6]. Real-time data acquired throughout the plant enable a detailed 
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energy consumption assessment for the single product production. This functionality can be extended to estimate future products’ 
energy and monetary cost. Production processes can be dynamically adjusted, but administrators do not have a clear perspective of the 
consequences on energy consumption. 

Energy consumption forecasting can be conducted with model-driven or data-driven techniques, addressing different levels of the 
industrial hierarchical structure: from individual machines to entire processes or sectors. Model-based approaches involve analytical 
and physical models, which require a large number of parameters that are often difficult to determine [7]. Data-driven methods are 
becoming popular due to progress in sensing technologies [8] and comprise statistical models, such as Non-Linear Regression and 
Multiple Linear Regression (MLR), and Machine Learning (ML) algorithms, such as Artificial Neural Network (ANN) and Support 
Vector Machine (SVM) [9]. 

In recent years, much effort has been put into evaluating and comparing the performance of data-driven approaches. MLR- and 
SVM-based models outperformed benchmark methods in short-term reactive power prediction in an Italian factory [10]. SVM and ANN 
provided more reliable results in terms of root mean square error (RMSE) than MLR and adaptive neuro-fuzzy inference system for 
long- and short-term electricity demand forecasting in Cyprus [11]. MLR performed best with a lower mean absolute percentage error 
(MAPE) than other ML algorithms for predicting energy consumption in industry in Morocco [12]. Deep Learning algorithms have 
been shown to improve the prediction performance of machine tool energy [13] and building cooling load [14] compared to popular 
techniques used in previous studies in the same fields. Data-driven techniques provide satisfactory results only with large amounts of 
historical data with minimum noise, as was proven in the case of ANN fed with a small, non-preprocessed dataset for forecasting 
appliance consumption in Smart Buildings [15]. 

This paper proposes a practical solution for forecasting electric power consumption of industrial systems based on Digital Twin 
(DT) technology. DTs are virtual replicas of units (components, machines), systems (processes, production systems, factories) or 
systems-of-systems (enterprise collaborations) and are spreading in various contexts, from healthcare to city management, thanks to 
developments in information technologies that enable the convergence between the cyber and physical worlds [16,17]. A DT is usually 
designed with a bi-directional data flow: it updates itself through real-time raw or preprocessed data as the physical counterpart to 
which it is bound evolves; by data processing, it provides useful insights that are then transferred to the real system to be exploited [17, 
18]. In the industrial sector, DTs are applied throughout the entire product lifecycle [19] to accomplish different tasks: assembly line 
throughput optimization [20]; real-time monitoring and fault prediction/diagnosis in machine tools [21], aero-engines [22] and 
energy storage systems [23], enabling predictive maintenance [24]; energy consumption minimization, production scheduling and 
planning, and effective energy management with renewable energy integration [25]. 

The developed DT adopts a hybrid approach between model-driven and data-driven techniques, as it relies on gray-box models 
trained online by Augmented State Extended Kalman Filters (ASEKFs) through real-time data acquired from a few non-intrusive 
sensors. It aims to tackle the main drawbacks of these techniques, namely the need for detailed information on the real system to 
build a reliable physical model (model-driven methods) and large amounts of high-quality data to feed a statistical or ML algorithm 
(data-driven methods). Little knowledge about the system is used to deduce a virtual model whose parameters are identified by ASEKFs 
exploiting small raw datasets. Following the training phase, the DT provides online power consumption predictions and performance 
analysis under the desired system operating conditions. Its features ensure its implementation in industrial production sites without 
special efforts. 

The paper is organized as follows: Section 2 presents the DT architecture with a brief introduction to the ASEKF and sets out the 
approach to modeling and observing the system; Section 3 describes the development of the system model; model training is discussed 
in Section 4, detailing the implementation of the ASEKFs and illustrating the findings of the identification process; power consumption 
prediction and model validation results are given in Section 5; conclusions are drawn in Section 6. 

2. Digital twin architecture 

The DT architecture comprises physical object, non-intrusive sensors, model, ASEKF algorithm, human-machine interface and data 

Fig. 1. DT architecture and data acquisition system.  
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integration systems. These technologies are organized into physical part, virtual part and data connection layer [26] (Fig. 1). This 
paper investigates the core of the architecture: the data flow from physical to virtual domain, the virtual model development and 
interconnection with the ASEKF, the data processing for model training and forecasting. 

The sensors used to monitor the actual system are not intrusive, as they can be mounted outside it, but they may or may not be in 
contact with it. The technique requires the measurement of the supply voltage and the current drawn by the industrial electrical 
system. Specifically, it is possible to use a voltage probe and current clamp located on the power supply cable (see Section 2.4). 

The DT can be synchronized in real time with the original counterpart through ASEKFs and is based on the analytical description of 
its physical behavior. The integration of the ASEKF algorithm into the DT architecture enables:  

• virtual model development of systems about which only minimal knowledge is available, by identifying their unknown parameters 
through rapid unsupervised training phases and a few real-time raw data;  

• online training, which follows the real system’s evolution, tracking parameters and updating the virtual model to preserve the DT’s 
accuracy. 

When administrators or operators request the execution of a forecast, the current values identified for the unknown parameters are 
introduced into the virtual model. The model is then used without the ASEKF to simulate the behavior of the real system during the 
specified operating conditions, enabling the energy quantities of interest to be predicted. Forecast scenarios may be similar or deviate 
significantly from the standard operation of the system. 

The human-machine interface allows the user to analyze forecast results and make decisions for production scheduling and 
planning. Depending on the way the knowledge generated in the virtual domain is then applied to the real one, the proposed structure 
can be deployed to design DTs (automatic data flow) or Digital Shadows (manual data flow) [27]. 

Since industrial systems are too constrained to easily verify and validate novel scientific methods, it is customary to test them on a 
laboratory system, which can be easily equipped and upgraded as required. The approach is described and validated with reference to 
an automatic coffee machine for domestic use, which automates the entire process from grinding coffee beans to brewing hot coffee. 
The experiment, and thus the validation, is conducted in offline mode, first acquiring data from the real system in operation and then 
processing it with the ASEKFs. This academic use-case provides a real-world context for testing strategies and methods, as it has 
analogies with industrial machines in terms of operating principle and type of components. The relevance of this laboratory system for 
industrial applications was demonstrated by evaluating its intrinsic scalability and similarity metrics with respect to several industrial 
use-cases [28]:  

• an industrial device, i.e. a heating, ventilation and air-conditioning (HVAC) system for a vehicle test bench;  
• a food manufacturing production line, i.e. a mixing, refining and conching line of a chocolate factory. 

Using semantic similarity and in light of the prediction tool as the scientific approach to be validated, the coffee machine can 
symbolize an electric-powered industrial machine where there exists a basic understanding of the mechanisms behind the process 
being carried out. Some assumptions can be made about components and their characteristics without opening and disassembling the 
appliance, keeping the non-intrusiveness of the technique in place. From a broader perspective, the coffee machine can be repre
sentative of an industrial production line: the cup of coffee is the final product and the appliance’s subsystems are the individual 
machines that perform a specific task along the process. The proposed method can therefore be scaled and applied to estimate the 
production line’s power consumption. 

2.1. Augmented state extended Kalman filter 

The Kalman Filter algorithm [29] is a linear recursive state variable estimator. This algorithm and its numerous variants, such as 
the Extended Kalman Filter (EKF) and the Unscented Kalman Filter, are widely applied in navigation, guidance and robotics tech
nologies (position estimation, trajectory tracking and object detection), and are also suitable for solving problems in many other fields, 
such as econometrics and medicine [30]. In industrial electronics, the main implementations concern signal processing and instru
mentation, electric motor sensorless control and health monitoring, and other control systems [31], as well as energy storage systems 
for charge state estimation [32–34]. The Augmented State Kalman Filter effectively deals with models containing parameters which 
deviate from nominal values due to unknown biases, by including the bias terms in the state vector [35]. This feature is exploited in 
many studies, such as force identification in structural dynamics [36] and modulated sinusoidal component tracking in signal pro
cessing [37]. 

The proposed ASEKF technique consists of an EKF [38] applied to an augmented state-space model, in which the model’s unknown 
parameters are added to the state vector. 

The EKF is a data assimilation algorithm for state variable estimation of non-linear systems and can be split into two steps:  

• prediction; the state estimate and its uncertainty are predicted through the system dynamic model;  
• correction; the state estimate is updated by exploiting the observations obtained through sensors. 

The algorithm can be used in real time and successfully handles uncertainties due to noisy data and model approximations. 
Although the dynamics of the physical system is continuous time, the EKF usually needs to be implemented in digital computers. 
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Therefore, the dynamics is discretized and the discrete-time model of the non-linear system can be expressed as: 

zk = f (zk− 1,qk− 1,uk− 1) + wk− 1 (1)  

yk = g (zk, qk) + vk (2)  

where  

• k is the time index;  
• zk is the state vector at time k;  
• qk− 1 is the vector of unknown model parameters at time k − 1;  
• uk− 1 is the control input vector at time k − 1;  
• wk− 1 is the process noise vector at time k − 1;  
• yk is the measurement vector (observation) at time k;  
• vk is the measurement noise vector at time k;  
• f is the state transition function;  
• g is the observation function. 

Equations (1) and (2) are called discrete-time state equation and discrete-time observation equation, respectively. Process noise w and 
measurement noise y are assumed to be additive terms and multivariate normal distributions with zero mean and covariance matrices 
Q and R, respectively. The covariance matrix Q takes into account uncertainties due to modeling approximations, while the covariance 
matrix R accounts for the uncertainty due to measurement noise. 

To derive the augmented state-space model, the discrete-time state equation (1) is supplemented with an equation relating the 
unknown parameter vector q at time k − 1 and time k. Due to the lack of prior information on the time evolution of uncertain pa
rameters, a discrete-time random-walk model is adopted to describe their dynamics [36,39]: 

qk = qk− 1 + wq
k− 1 (3)  

where the noise vector wq
k, which accounts for the parameter increment, is assumed to be a zero-mean multivariate normal distribution 

with associated covariance matrix Qq. Equation (3) allows the time trend of unknown parameters to be estimated through an 
appropriate calibration of the covariance Qq. The augmented state vector za

k is defined as: 

za
k =

[
zk
qk

]

(4)  

The augmented state equation is obtained by combining equations (1) and (3), and introducing the definition (4): 

za
k = f a ( za

k− 1, uk− 1
)
+ wa

k− 1 (5)  

where fa is the augmented state transition function and wa
k is the augmented process noise vector 

wa
k =

[
wk

wq
k

]

(6)  

with associated augmented covariance matrix Qa, expressed as: 

Qa =

[
Q 0
0 Qq

]

(7)  

In the augmented state-space model, the discrete-time observation equation (2) becomes 

yk = ga ( za
k

)
+ vk (8)  

where ga is the augmented observation function. 
The discrete-time ASEKF is formulated as follows: 
Prediction step 

ẑa
k|k− 1 = f a

(
ẑa

k− 1|k− 1,uk− 1

)
(9)  

Fk =
∂f a

∂za
k− 1

⃒
⃒
⃒
⃒

ẑa
k− 1|k− 1 ,uk− 1

(10)  

Pk|k− 1 =FkPk− 1|k− 1FT
k + Qa (11) 
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Correction step 

Gk =
∂ga

∂za
k

⃒
⃒
⃒
⃒

ẑa
k|k− 1

(12)  

Kk =Pk|k− 1GT
k

(
GkPk|k− 1GT

k + R
)− 1 (13)  

ŷk = ga
(

ẑa
k|k− 1

)
(14)  

ẑa
k|k = ẑa

k|k− 1 + Kk(yk − ŷk) (15)  

Pk|k =(I − KkGk)Pk|k− 1 (16)  

The variables that appear in equations 9–16 are defined in Table 1. 
The ASEKF can diverge due to inappropriate initialization, severe non-linearities or insufficient information given by the mea

surements. It is essential to test its performance with synthetic data, checking whether it converges and correctly identifies parameters. 
Once convergence tests are successful, the algorithm is fed with real data. 

2.2. Modeling approach 

Mathematical modeling of industrial systems is addressed with white-box, black-box or gray-box models. In general, prior 
knowledge and experimental data are the sources of information for model development. White-box modeling uses the first source and 
implies that all the required knowledge is available. The model is built by using scientific governing equations and supplementary 
equations that describe the system’s behavior. Black-box modeling is applied when there is no information accessible. It exploits 
experimental measurements of system inputs and outputs to develop parametric models whose parameters have no physical meaning. 
Since repeating the experiment might lead to different models, result reproducibility is not assured. Gray-box modeling relies on both 
sources to overcome the shortcomings of previous approaches [40]. 

At many industrial sites, knowledge of the production line machinery and equipment is only partial. Although the operation carried 
out by a given machine may be well known, the available information on the components and their technical specifications is not 
sufficient to build a white-box model. If adequate experiments can be conducted, the gray-box approach is the most suitable. According 
to the way prior knowledge is exploited, gray-box modeling is classified into constrained black-box identification, semi-physical, 
mechanistic, hybrid and distributed parameter modeling. Following the mechanistic modeling, a preliminary model with scientific 
equations is formulated on the basis of prior information and its unknown elements are estimated through experimental data. This 
model can then be fine-tuned by examining the residuals [41]. 

Since the DT’s objective is the electricity consumption prediction, the machine is modeled from an electrical point of view by 
investigating the most energy-consuming components. Only subsystems contributing more than 1% of the appliance’s power rating 
(1450 W [42]) are considered. Four main subsystems can be distinguished: the coffee grinder, the electric pump, the boiler and the 
infuser. Each of these is associated with an elementary working phase: coffee grinding, water pumping, water heating and infuser 
positioning. Components characterized by a power rating of less than 14.5 W, but operating for a much longer time than those typical 
of the four phases identified, can become significant in terms of energy consumption. However, detecting the nature of these electrical 
devices can be difficult and their electrodynamic behavior cannot be adequately investigated: the acquisition system used to observe 
the appliance does not allow to obtain reliable measurements for such weak current signals, with a rms value lower than 60 mA (see 
Section 2.4). 

The modeling technique adopted is the lumped parameter approach, which assumes that the attributes of the spatially distributed 
physical system are concentrated in discrete elements [43,44]. Knowledge of the process is exploited to build equivalent electrical 
circuits made up of lumped elements, such as resistors, inductors and capacitors. By applying Kirchhoff’s voltage law, circuits provide 
dynamic models consisting of continuous ordinary differential equations, which contain parameters having a specific physical 

Table 1 
Variables of the ASEKF.  

Variable Definition 

ẑa
k|k− 1 a priori augmented state estimate at time k 

ẑa
k|k a posteriori augmented state estimate at time k 

Pk|k− 1 a priori estimate covariance matrix at time k 
Pk|k a posteriori estimate covariance matrix at time k 
Fk Jacobian of fa at time k 
Gk Jacobian of ga at time k 
Kk Kalman gain at time k 
ŷk observation estimate at time k 
I identity matrix  
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meaning. The electrical systems analyzed are characterized by non-linearity. In the model development, parasitic capacitances and 
iron losses (hysteresis and eddy currents losses) in magnetic circuit are neglected; the magnetization characteristic of ferromagnetic 
materials is considered linear (magnetic saturation is ignored) [43]. 

Equation parameters are the model’s unknown elements and can be time-invariant or time-variant. Their time history is estimated 
by combing the dynamic models with ASEKFs: the uncertain parameters are included in the augmented state vector of the algorithm, 
which will provide insights into them. To enable the implementation of ASEKFs, the continuous dynamic models obtained must be 
discretized in the time domain. 

In addition to dynamic models useful for describing the electrical behavior of the systems under investigation, others are developed 
to study their mechanical behavior. Mechanical models are not included in the DT architecture. They are intended to obtain a better 
understanding of the systems’ global dynamics by investigating the phenomena that give rise to non-linearities. 

2.3. Model validation criterion 

The equivalent electrical circuits developed from prior information are preliminary models and must be validated: a circuit is 
accepted if it can accurately estimate the power consumption of the actual subsystem. If the ASEKF converges, the identified pa
rameters are introduced into the dynamic model, which is then employed without the filter to predict the electrical circuit instan
taneous power. 

The prediction accuracy is evaluated using the root mean square error (RMSE) and the coefficient of variation of the RMSE (CV- 
RMSE): 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

k=1
(pk − p̂k)

2

√

(17)  

Fig. 2. Voltage u and current i measurements (coffee1). Phase circuit diagrams.  
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CV − RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

k=1
(pk − p̂k)

2
√

1
n

∑n

k=1
pk

(18)  

where pk and p̂k are the actual and predicted values at time k, respectively, and n is the number of samples. The mean absolute 
percentage error (MAPE) is not applicable since the denominator can be close zero. Several situations may arise:  

• CV-RMSE < 15%; the predicted instantaneous power ̂p accurately approximates the measured power p; the model can be validated;  
• 15% ≤ CV-RMSE < 25%; the forecast p̂ fairly approximates the measured curve p, but not satisfactorily; if the training process has 

room for improvement, the parameter identification can be fine-tuned; otherwise, the electrical circuit can be slightly modified 
making new assumptions;  

• the predicted power p̂ is unable to track the actual power p; the pre-liminary model is not suitable and must be replaced. 

If the ASEKF does not converge, the training fails and the model is discarded without validation, no matter whether it faithfully 
represents the subsystem dynamics or not. As its unknown parameters cannot be identified, the model is useless for predicting power 
consumption. The equivalent circuits that successfully passed the validation test are depicted in Fig. 2. 

2.4. System observation 

At industrial sites, sensors enable data collection from machines and the environment, ensuring monitoring and a deeper 
comprehension of the manufacturing process. Standard sensors only collect data, whereas smart sensors also integrate the functionality 
of processing raw data locally, triggering specific operations or transmitting data to computer systems [6]. 

The introduction of a sensor network in a factory not only entails new costs, but may require the production shutdown during 
installation and profound changes to the machinery structure. The connection between the DT and its real counterpart is realized 
through non-intrusive sensors, which are placed externally to the system and do not interfere with its operation. In this way, the sensor 
grid installation is effortless, as it does not involve excessive modifications to the machines. 

The coffee machine is powered by the French electricity mains. The observed variables are the single-phase AC supply voltage u and 
the total current i absorbed by the appliance. The former is measured through a differential probe, whereas the latter by a current 
clamp based on Hall effect. The sensors are placed on the power supply cable of the machine (Fig. 1). In particular, the clamp can be 
positioned and removed without interrupting the process. Data are acquired using the NI USB-6003 DAQ device at a sampling fre
quency of 6250 Hz (time resolution Δt = 1.6×10− 4 s). Table 2 lists sensor technical specifications. Sensor accuracy is expressed as a 
percentage of the reading plus an offset, defined as the value that exists when the measurement should be zero. 

Three different datasets are analyzed: coffee1.mat, coffee2.mat and coffee3.mat from the CAFFEINE Dataset [45] (CAFFEINE_Da
taset/dataset/coffee_matlab_sample). Data acquisitions refer to the long coffee mode, which dispenses the largest amount of product 
(about 200 ml) and is chosen as representative of the appliance’s behavior. By switching mode, the coffee quantity and brew strength 
can be altered, but the process remains qualitatively the same; only the duration of some elementary phases changes. 

The first acquisition is shown in Fig. 2, where the four elementary phases are associated with the equivalent circuits of the cor
responding subsystems. During an elementary working phase, only one subsystem is in operation. The phase sequence (switching on/ 
off of each subsystem) is deduced through prior knowledge of the process [46] and preliminary analysis of the current measurement i 
(Fig. 2) in combination with the observation of the appliance’s behavior. 

The water heating phase is easy to detect, as it absorbs the most energy, due to the water high heat capacity. The current reaches a 
peak close to 10 A during heating. At the beginning of the process, the machine grinds coffee beans. The ground coffee is collected by 
the infuser of the brew group, which is moved to the brewing position tamping the powder into a compact puck. An electric pump 
draws fresh water from the tank and delivers it to the boiler. The hot water is then forced through the infuser to extract the soluble 
substances from the coffee and produce the so-called espresso. Multiple pumping phases take place and, at the end of the brewing 
process, the infuser is returned to its original location, ready to receive new ground coffee. Therefore, the grinding phase (performed 
twice in long coffee mode) is followed by two infuser positionings, where the brew unit moves back and forth along the same path. 
Automatic coffee machines have also built-in sensors. Temperature probes regulate the boiler functioning, according to the attainment 
of the brew water set point temperature (about 90 ◦C). Whenever the set point is reached, water pumping is enabled. When the 
required water quantity has passed through the in-line flow meter, the pump is turned off. Water heating is the only phase that can 
occur simultaneously with another. 

Table 2 
Sensor technical specifications.  

Sensor Current Voltage 

Sensitivity 100 mV/A 1/200 
Range from − 10 A to 10 A from − 1400 V to 1400 V 
Accuracy ±(3%+50 mA) ±(2%+1 V) 
Noise level (output) 3 mV (peak-to-peak) 0.7 mV (rms)  

A. Baldassarre et al.                                                                                                                                                                                                   



Heliyon 10 (2024) e27343

8

Fig. 3 shows a 3-cycle zoom of the measurements for each elementary phase when the corresponding subsystem is operating at 
steady state. The variables ip, ipre, iu and ir denote the current drawn by the appliance during water pumping (graph (a)), infuser 
positioning (graph (b)), coffee grinding (graph (c)), and water heating (graph (d)), respectively. The investigated subsystems are 
characterized by different dynamics. Preliminary analysis of the current waveform helps to understand whether these are charac
terized by linear or non-linear behaviors and to justify some of the choices made in the modeling. Such analysis can complement prior 
knowledge of the process and support in the construction of the equivalent electrical circuit, in a sort of reverse engineering (see 
Sections 3.1 and 3.2). Subsystems’ transient behavior is not studied. 

The four circuits (Fig. 2) are connected in parallel. Since the voltage probe is placed on the power cable, the measurement u co
incides with the actual voltage across the load and the power socket internal resistance is omitted during model development. The 
French electricity distribution network delivers an alternating voltage that ideally has a sinusoidal waveform of constant frequency 
(50 Hz) and amplitude (230 V rms). However, the actual wave is never perfectly sinusoidal and its frequency and amplitude vary 
constantly due to disturbances in the electricity grid. The regulations require the supplier to ensure a rms value between 90% and 
110% of the nominal value [47]. The rms of u is approximately 242.8 V. The FFT of the signal reveals that its frequency is about 49.95 
Hz and its harmonic content is not limited to the fundamental frequency, but there is also energy in the higher harmonics, especially 
the odd ones. 

Model training and power consumption prediction are performed separately for each subsystem, by referring to the relevant phase 
and assuming that the total current absorbed by the machine coincides with the current drawn by the subsystem. An ASEKF is therefore 
implemented for each sub-system. 

3. System modeling 

3.1. Water pumping subsystem 

Since coffee percolation requires high pumping pressure (about 10 bar) and accurate flow regulation, the most commonly used 
electric device in home coffee machines is the solenoid pump. The cost and the encumbrance of centrifugal pumps are justified only for 
professional usage [46,48]. Solenoid pumps are reciprocating-type positive displacement pumps and compress a fixed amount of liquid 
within a pressure chamber through a spring-loaded piston moved by an electromechanical solenoid [49,50]. 

A solenoid comprises a fixed housing, a copper coil and a moving ferro-magnetic armature (the piston) [51–53]. A schematic 
representation of the pump solenoid is depicted in Fig. 4: x(t) is the armature position, k1 and k2 are the compression springs stiffnesses, 

Fig. 3. Voltage u and current measurements, 3-cycle zoom (coffee1): water pumping (a), infuser positioning (b), coffee grinding (c), water heat
ing (d). 
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c1 and c2 are the viscous damping coefficients representing the friction between the non-magnetic central guide and the piston coating, 
Fl(t) is the load exerted on the piston by the fluid pressure during the pumping stroke, Fe(t) is the solenoid electromagnetic force. The 
solenoid inductance Lp(x) varies monotonically between the coil ends x1 and x2 [54]. The piston dynamics can be described using the 
following equation [51,52,55]: 

m
d2x(t)

dt2 +(c1 + c2)
dx(t)

dt
+(k1 + k2)x(t)=Fe(t) + Fl(t) (19)  

where m is the piston mass. 
In the absence of power, the piston is in equilibrium position x = 0. When power is applied, during the positive half of the voltage 

cycle (suction stroke, dx(t)
dt > 0), current flows through the wire and the resulting magnetic field attracts the piston inside the coil, 

increasing Lp(x). The electromagnetic force is produced by the change in inductance with the position x(t) and can be expressed as [51, 
54]: 

Fe(t)=
1
2

i2
p(t)

dLp(x)
dx

(20)  

where ip(t) is the current flowing in the pump. 
An integrated diode inside the coil allows the current to flow in only one direction. During the negative half of the voltage cycle 

(pumping stroke, dx(t)
dt < 0), Fe(t) vanishes because ip(t) drops to zero, and the return spring pushes the piston towards the front of the 

pump. 
The variable inductance Lp(x) and the diode introduce non-linearities in the electrical system. Graph (a) in Fig. 3 shows the current 

ip(t) drawn by the electric pump. The pump operating speed is determined by the voltage frequency to which it is connected. A 
pumping cycle occurs in about 0.02 s and is divided into two portions: the first, where ip(t) is positive and Fe(t) is produced; the second, 
where ip(t) is null because of the diode. 

The pump’s electrodynamic behavior is described by using the electrical circuit (a) in Fig. 2 [55]: Rp is the coil resistance; the diode 
is ideal. The state equation of the pumping phase is derived by applying Kirchhoff’s voltage law to the circuit [51,55]: 

u(t)=
(

Rp +
dLp(x)

dx
dx(t)

dt

)

ip(t) + Lp(x)
dip(t)

dt
(21)  

Electrical model (21) and mechanical model (19) are coupled through the piston velocity dx(t)
dt , the current ip(t) and the inductance 

Lp(x). 
To simplify the model (21), it is reasonable to assume that the amplitude of variation of the term dLp(x)

dx
dx(t)

dt is much smaller than the 
electrical resistance Rp and to verify a posteriori, after the training and prediction procedures, whether the model is able to provide 
adequate results. Consequently, dLp(x)

dx
dx(t)

dt is neglected and equation (21) becomes: 

u(t)=Rpip(t) + Lp(x)
dip(t)

dt
(22)  

This equation only applies to the description of the circuit dynamics during the first part of each pumping cycle (ip(t) > 0). In the 
second part, ip(t) is simply set to zero and kept constant as long as u(t) remains negative. When u(t) becomes positive, equation (22) 

Fig. 4. Pump solenoid diagram.  
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applies again. The integration conditions that determine the transition from the first to the second part of the cycle are 

ip(t) = 0 (23)  

u(t) < 0 (24)  

The condition that defines the transition to the next cycle is 

u(t) ≥ 0 (25) 

The unknown parameters of equation (22) are the time-varying inductance Lp(t) and the constant resistance Rp. The discrete-time 
state equation for the pumping phase is obtained by discretizing equation (22) using the explicit (forward) Euler’s method [56]: 

ip,k = ip,k− 1 +
Δt

Lp,k− 1

(
uk− 1 − Rp,k− 1ip,k− 1

)
(26)  

where Δt is the time step. 

3.2. Coffee grinding subsystem 

The process is performed by a grinder. Coffee beans are fed through a gap of progressively decreasing width between a pair of 
cutting tools: one fixed and one movable which is driven by an electric motor [57]. Since beans need to be reduced to powder quickly to 
speed up the process, the most commonly used electric device is the universal motor [58], which can reach speeds of several thousand 
rpm and is suitable for domestic appliances thanks to its light weight and compactness [59–62]. If more accurate particle size control is 
required, DC motors with low speed and high torque are usually adopted. They improve the powder fineness and uniformity, but slow 
down the whole process [58]. 

Graph (c) in Fig. 3 shows the current iu(t) absorbed by the electric motor. The cycle period is about 0.02 s and is determined by the 
mains voltage frequency. The signal iu(t) can be traced back to that of an electric motor operating directly on AC power. A DC motor 
would require a rectifier, resulting in a significantly different current signal. The grinding phase is fast (about 5 s) and a noisy motor is 
observed during tests. These aspects suggest the presence of a universal motor, which is therefore assumed to be installed in the 
machine. The current iu(t) exhibits a pseudo-triangular waveform. The input voltage u(t) is also not a perfect sine wave, but the two 
signals do not have the same shape: iu(t) is more distorted because the presence of odd harmonics in its frequency spectrum is more 
pronounced. This means that the system is non-linear. In electric motors, non-linearity can arise from various phenomena, for example 
from magnetic core saturation [43,60,63,64]. However, in the model development, saturation and armature reaction are considered 
negligible and non-linearities are assumed to originate from the coupled mechanical system. 

The universal motor’s electrodynamic behavior is described through the electrical circuit (c) in Fig. 2 [60]: Ru includes the re
sistances of brushes, field and armature windings; Lu comprises the field and armature windings inductances; eu(t) is the universal 
motor back-electromotive force. The state equation of grinding phase is obtained by applying Kirchhoff’s voltage law to the circuit [60, 
65,66]: 

u(t)=Ruiu(t) + Lu
diu(t)

dt
+ eu(t) (27)  

where eu(t) can be approximated with the expression of the back-electromotive force of a DC series motor: 

eu(t) =KaKf iu(t)ωu(t) (28)  

with Ka being the armature constant, Kf the field constant and ωu(t) the motor speed. By introducing expression (28), equation (27) 
becomes: 

u(t)= R̃u(t)iu(t) + Lu
diu(t)

dt
(29)  

where 

R̃u(t)=Ru + KaKf ωu(t) (30)  

The resistance R̃u(t) varies as a function of the speed ωu(t). 
The unknown parameters of equation (29) are the constant inductance Lu and the time-varying resistance R̃u(t). The discrete-time 

state equation for the grinding phase is derived by discretizing equation (29) through the explicit Euler’s method: 

iu,k = iu,k− 1 +
Δt

Lu,k− 1

(
uk− 1 − R̃u,k− 1iu,k− 1

)
(31)  

where Δt is the time step. 
The speed ωu(t) is determined by the load connected to the motor: when the load increases, the speed ωu(t) and the back- 
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electromotive force eu(t) decrease, resulting in an increase in the current iu(t). If a speed limit is not introduced, universal motors 
running with no load or light load can reach such a high speed that they can be damaged. Consequently, they are typically connected to 
the load directly or through gears [60–62]. In the coffee machine, capacitive sensors detect the bean basket filling level: if there are not 
enough beans, the grinding is not started, avoiding the no-load condition. 

The mechanical behavior of the universal motor can be described by the following equation [43,60,65,66]: 

J
dωu(t)

dt
+Cωu(t) = Te(t) − Tl(t) (32)  

where J is the rotor moment of inertia, C is the viscous damping coefficient representing friction in bearings and air resistance 
experienced by rotating parts, Tl(t) is the load torque and Te(t) is the motor electromagnetic torque, whose expression is: 

Te(t)=KaKf i2
u(t) (33) 

If a gear transmission is used, equation (32) is still applicable, but J and C are equivalent parameters of the transmission and Tl(t) is 
corrected by the transmission ratio. Electrical model (29) and mechanical model (32) are coupled through the motor speed ωu(t) and 
the current iu(t). 

The load Tl(t) is represented by the resistance offered by the roasted coffee beans to grinding. The main factors influencing the bean 
strength are roasting, which gives it a brittle behavior, and water quenching, which can result in residual water, enhancing its tenacity. 
A batch of beans is a blend of coffee of several varieties and origins processed using different techniques, and thus has uneven hardness 
distribution [57,67]. A quantitative study of the energy required to fracture individual particles is possible for solids with simple 
geometry and stress states [68,69], but a coffee bean does not have a regular shape and homogeneous, isotropic material [57]. An 
estimation of Tl(t) also necessitates the investigation of the comminution kinetics through stochastic theories [69]. However, this is 
beyond the scope of this paper. The qualitative analysis provides evidence of the chaotic nature of the load, which could be one of the 
phenomena causing the non-linearity of the system. Indeed, the particles have different geometry, size and mechanical strength, and 
the number of particles in contact with the cutters varies over time. 

3.3. Infuser positioning and water heating subsystems 

Graph (b) in Fig. 3 depicts the current ipre(t) drawn by the infuser positioning subsystem, whose behavior is described by the circuit 
(b) in Fig. 2, consisting of a full-wave rectifier with four ideal diodes [62,70,71] and the typical DC motor model [43,65]. The rectifier 
introduces non-linearities in the system. For the sake of brevity, results concerning this subsystem, which is the least energy-consuming 
(power rating below 18 W), are not presented. 

In household appliances, the boiler is usually an electric heater converting electrical energy into heat (Joule effect). Its structure 
consists of a metal block which encloses the hydraulic circuit and the heating resistor [46,72]. Graph (d) in Fig. 3 shows the current ir(t)
adsorbed by the electric heater, whose behavior is described using the circuit (d) in Fig. 2. The relationship between u(t) and ir(t) can 
be expressed by a linear algebraic equation (Ohm’s law). In this case, the ASEKF is not implemented, since the constant electrical 
resistance Rr of the heater can be identified through the least-squares solution [56]. 

4. Model training 

4.1. Implementation of the ASEKFs 

The state equation, unknown parameter vector, augmented state vector, input and observation of the ASEKF are given in Table 3 for 
each subsystem. The measured voltage u is considered as a known input. 

The augmented state equation of the ASEKF for the pumping subsystem is obtained by combining the discrete-time state equation 
(26) and the discrete-time random-walk model (3) applied to the vector qp: 

ẑa
p,k|k− 1 = f a

p

(
ẑa

p,k− 1|k− 1, uk− 1

)

Table 3 
Implementation of the ASEKFs.  

Subsystem Pumping Grinding 

State equation eq. (26) eq. (31) 
q qp =

{
Lp Rp

}T qg = { Lu R̃u }
T 

za 
za

p =
{

ip Lp Rp
}T za

g = { iu Lu R̃u }
T 

Input u u 
Observation ip iu  
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⎧
⎨

⎩

îp,k|k− 1

L̂p,k|k− 1

R̂p,k|k− 1

⎫
⎬

⎭
=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

îp,k− 1|k− 1 +
Δt

L̂p,k− 1|k− 1

(
uk− 1 − R̂p,k− 1|k− 1 îp,k− 1|k− 1

)

L̂p,k− 1|k− 1

R̂p,k− 1|k− 1

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(34)  

There is no dynamic equation expressing the unknown parameters’ evolution; their trends are tracked thanks to the probabilistic 
component of the algorithm. The Jacobian of fa

p is 

Fp,k =

⎡

⎢
⎢
⎢
⎢
⎣

1 − Δt
Rp,k− 1

Lp,k− 1

Δt
L2

p,k− 1

(
Rp,k− 1ip,k− 1 − uk− 1

)
− Δt

ip,k− 1

Lp,k− 1

0 1 0

0 0 1

⎤

⎥
⎥
⎥
⎥
⎦

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

ẑa
p,k− 1|k− 1

(35)  

The augmented observation equation of the ASEKF for the pumping subsystem is 

îp,k = ga
p

(
ẑa

p,k|k− 1

)
= îp,k|k− 1 (36)  

The Jacobian of ga
p is constant: 

Gp = [ 1 0 0 ] (37) 

Similarly, the ASEKF is implemented for the grinding subsystem. The augmented state equation is obtained by combining equation 
(31) and the random-walk progression (3) applied to the vector qg : 

ẑa
g,k|k− 1 = f a

g

(
ẑa

g,k− 1|k− 1, uk− 1

)

⎧
⎨

⎩

îu,k|k− 1

L̂u,k|k− 1
̂̃Ru,k|k− 1

⎫
⎬

⎭
=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

îu,k− 1|k− 1 +
Δt

L̂u,k− 1|k− 1

(
uk− 1 −

̂̃Ru,k− 1|k− 1 îu,k− 1|k− 1
)

L̂u,k− 1|k− 1

̂̃Ru,k− 1|k− 1

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(38)  

The Jacobian of f a
g is 

Fg,k =

⎡

⎢
⎢
⎢
⎢
⎣

1 − Δt
R̃u,k− 1

Lu,k− 1

Δt
L2

u,k− 1

(
R̃u,k− 1iu,k− 1 − uk− 1

)
− Δt

iu,k− 1

Lu,k− 1

0 1 0

0 0 1

⎤

⎥
⎥
⎥
⎥
⎦

⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒
⃒

ẑa
g,k− 1|k− 1

(39)  

The augmented observation equation of the ASEKF for the grinding subsystem is 

îu,k = ga
g

(
ẑa

g,k|k− 1

)
= îu,k|k− 1 (40)  

The Jacobian of ga
g is 

Gg = [ 1 0 0 ] (41)  

4.2. Algorithm modifications 

During the pumping phase, the training procedure is only performed when, from an analytical point of view, current flows in the 
circuit (ip(t) > 0). When there is no current, the system dynamics cannot be observed; therefore, the ASEKF stops and the state esti
mates are not updated. At the beginning of each correction step, when ip,k and uk are measured, the following conditions are checked: 

ip,k < ith = 50 mA (42)  

uk < 0 V (43)  

If both conditions are verified, the correction is skipped: ̂ip,k|k is constrained to zero and the other estimates are not corrected. The same 
conditions are introduced at the beginning of the prediction step, but with reference to the previous measurements, ip,k− 1 and uk− 1. If 
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they are met, the prediction is not performed: all state estimates are not updated. Condition (42) cannot be set equal to zero due to the 
measurement noise. Therefore, a threshold ith is chosen according to the sensor specifications (Table 2). 

4.3. Initialization of the ASEKFs 

The initialization of the ASEKF algorithm is explained with reference to the pumping subsystem, but the same considerations apply 
to the other subsystems. To initialize the algorithm, it is necessary to define a first guess for the augmented state vector and its 
covariance matrix. This initial guess is considered as the first a priori augmented state estimate ẑa

1|0 having covariance matrix P1|0. 
Therefore, the first prediction step is included in the initialization itself and during the first iteration k = 1 only the correction step is 
performed. The covariance P1|0 is built as a diagonal matrix. Its diagonal contains the state estimates’ variances, chosen according to 
the uncertainty on the states’ initial guess. The variances are then large if there are many uncertainties about the guessed values or 
small if the initial values are fairly certain. The current ip is observed and its guess can be set to a value close to the actual one, hence its 
variance is small. As for the augmented states, it is usually possible to make assumptions about the order of magnitude of the unknown 
parameters to be identified. Since the coffee machine is a household appliance, it includes small and lightweight electrical devices and 
motors. Accordingly, an initial value between 0.01 H and 1 H can be assumed for the electrical inductances. The electrical resistances 
can be initialized between 100 Ω and 1000 Ω, since the rms of the input voltage u is about 242.8 V and the current flowing in the 
circuits has a rms of less than 1 A (graphs (a) and (c) in Fig. 3). The variances for the unknown parameters are therefore set to high 
values because there is a lot of uncertainty about the initial states. It is preferable to have large variances for the augmented states, even 
a hundred or a thousand times the corresponding initial state, so that the algorithm can naturally converge to the values sought. The 
initial values of P1|0 have little effect on the performance of the ASEKF, because this matrix is updated at each iteration; it fills up and 
stabilizes. 

The process noise covariance matrix Qa and the measurement noise covariance matrix R need to be defined. The implementation of 
the ASEKF can be challenging because of the difficulty in estimating these matrices. Since they are assumed to be constant, they 
strongly affect the filter behavior and must be tuned as accurately as possible. Particularly, the algorithm is very sensitive to even a 
small variation of R. Large values in R and small values in Qa means that the model is more trustworthy than the measurements and 
vice versa; the right trade-off must be achieved. 

The augmented covariance matrix Qa is built as a diagonal matrix (uncorrelated noise processes). Each variance in the diagonal 
refers to a specific state. In equation (34), the current ip evolves following the discretized dynamic model (26), while nothing is 
specified about the evolution of the unknown parameters (a discrete-time random-walk model is adopted). If model (26) is accurate, 
the variance σ2

wip 
can be set small. The variances of the uncertain parameters must be large enough to introduce the right amount of 

probability and let the filter identify them. A first estimate can be obtained if the amplitude of variation of these parameters is known a 
priori. Since the resistance Rp is constant and the inductance Lp varies over time, σ2

wLp 
can be set larger than σ2

wRp
. 

As there is only one observation, the current ip, the matrix R degenerates into a scalar σ2
vip

. The current measurement total un
certainty is estimated from the sensor specifications (Table 2) by combining the instrument accuracy (σa) and the measurement noise 
level (σn). The accuracy ±3% gives the peak-to-peak amplitude and corresponds to ±3σa. Since ip varies from 0 A to about 1 A (Fig. 3), 
the reference reading is set at 1 A, so that in absolute terms the error is maximum. Therefore, the peak-to-peak amplitude is ±30 mA 
and σa = 10 mA. The noise level 3 mV is given as a peak-to-peak amplitude on the output signal. Knowing the sensitivity, it is 
converted to 30 mA on the input signal, corresponding to σn = 5 mA. Sensor accuracy and measurement noise can be combined by 
adding up the individual errors (worst-case uncertainty) or by calculating the square root of the sum of the squares of the individual 
errors [73,74]. An estimate of σvip is obtained by picking a value between these sums: 15 mA and 11.2 mA. 

The voltage u is not an observation exploited in the correction step of the ASEKF. Being measured, it is a noisy input. In a similar 
manner, the voltage measurement total uncertainty is estimated from the sensor specifications (Table 2), obtaining a worst-case 
uncertainty of about 2.14 V. The input uk− 1 appears in state equation (34) and its uncertainty has a mitigated impact on the esti
mate ̂ip,k|k− 1 because uk− 1 is multiplied by the ratio Δt

L̂p,k− 1|k− 1

= 1.6×10− 3 s/H (Δt = 1.6×10− 4 s and roughly L̂p,k− 1|k− 1 ≅ 0.1 H). This 

results in a standard deviation of 3.4 mA, which is considered within σwip , since the process noise wa is additive. 
The initial guess for the augmented state vector and the covariance matrices chosen to initialize the ASEKF algorithm for each 

subsystem are listed in Table 4. Since Lu is constant and ̃Ru(t) varies over time, σ2
wLu 

can be set smaller than σ2
w

R̃u
. Finding the appropriate 

ẑa
1|0, P1|0, Qa and R is an iterative procedure (trial and error) and an essential prerequisite for the algorithm convergence. Usually, a few 

Table 4 
Initialization of the ASEKFs.  

Subsystem Pumping Grinding 

ẑa
1|0 {1 1 200 }

T 
{1 1 200 }

T 

P1|0 diag(1, 1000, 100000) diag(10, 100, 1000) 
Qa diag(1e-10, 1e-2, 1e-3) diag(1e-10, 1e-8, 1e1) 
R 0.0152 0.0152  
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calibration attempts are sufficient. Once convergence is achieved, state guess and covariances are fine-tuned to improve the identi
fication process. 

4.4. Identification results 

The analyzed time windows of the three datasets for training the dynamic models are given in Table 5. The results are presented 
graphically for the first dataset. 

A comparison between the observed current and that estimated by the algorithm during the pumping phase and grinding phase is 
illustrated in Figs. 5 and 6, respectively. The ASEKFs produce very accurate estimates, which track the observation, filtering out the 
measurement noise. In sections where the current estimate ̂ ip,k|k is constrained to zero (Fig. 5), the sensor provides no useful infor
mation, only background noise (theoretically, there is no current in the circuit). 

The type of measurement noise distribution can be assessed by calculating the difference between the measured current and the 
signal estimated by the ASEKF. The resulting errors can be represented in a histogram, to which is overlaid a plot of the probability 
density function of the normal distribution fitted to the error data. Figs. 7 and 8 show the estimation outcome for the measurement 
noise vip (pumping phase) and viu (grinding phase), respectively. Since both histograms quite closely follow the shape of the fitted 
probability density function, the noise sufficiently satisfies the filter’s assumption of normal distribution with zero mean. In Fig. 7 the 
mean value of the fitted normal distribution is not exactly zero, but it is close to 0.01 A. This deviation is due to the fact that the 
estimate ̂ip,k|k tends to underestimate the measure in sections where ̂ip,k|k is constrained to zero (Fig. 5). 

The identifications of Rp and Lp are shown in Figs. 9 and 10, respectively. As for the resistance Rp, complete convergence is not 
reached. However, a convergence value of about 250 Ω is expected, which is reasonable for this type of electrical device. 

Graph (a) in Fig. 10 contains a zoom of the time trend identified for Lp, which is a periodic pattern at the same frequency as the 
voltage. Graph (b) in Fig. 10 displays the average trend of an inductance cycle, calculated by averaging over several cycles in the time 
window 35.6 s – 36.4 s, where convergence is already reached. At the beginning of each pumping cycle, the inductance Lp decreases: 
the piston is still going through the final part of the pumping stroke. As the current ip rises, the electromagnetic force Fe also increases 
(equation (20)). When Fe overcomes the other forces acting on the piston, the latter reverses its motion and is pulled into the solenoid. 
As a result, Lp increases. The gray horizontal segments have no physical meaning (graph (a) in Fig. 10), as they correspond to the 
pumping cycle portion with zero current, where identification is not performed and the estimate is not updated. The identified Lp varies 
approximately between 0.6 H and 2.8 H. These values are slightly higher than those expected for this device (not exceeding 2 H) [55]. 

The identifications of Lu and R̃u are illustrated in Figs. 11 and 12, respectively. A value of about 0.235 H is found for Lu. It is 
calculated as the curve average from 79.6 s to 81 s, where the estimate stabilizes around a certain constant value. 

Graph (a) in Fig. 12 displays a zoom of the identified ̃Ru, which has a periodic time trend at the supply voltage frequency: the valleys 
alternate reaching two different minimum values. This pattern is governed by the motor speed ωu and its periodicity is not affected by 
the chaotic load Tl. Graph (b) in Fig. 12 shows the average trend of a resistance cycle, computed by averaging over several periods in 
the time window 79.6 s – 81 s. The identified resistance R̃u varies approximately between 290 Ω and 530 Ω. Alternatively, it is possible 
to consider a periodic trend with double the frequency, as the speed ωu also depends on the electromagnetic torque Te which pulsates at 
twice the voltage frequency (equation (33)). 

To more thoroughly evaluate the chaotic load impact on motor dynamics, an auxiliary test (not necessary for training validation) 
was conducted by forcing the machine to perform grinding without coffee beans. The motor draws less power and the current rms 
decreases, because the cutters do not encounter resistance. However, the current signal exhibits an even more defined triangular 
waveform, meaning that there are also other phenomena causing non-linearity. The system could have variable inertia or the action of 
a speed limiter or controller could alter the motor dynamics [58], also affecting the armature current. It is convenient to improve the 
model accuracy by considering magnetic core saturation only if it is certain that the only component involved is a universal motor. 

It must be emphasized that the equivalent circuits (Fig. 2) and the corresponding dynamic models are developed after making 
hypotheses about the nature of the subsystems’ main components. These assumptions may not be entirely correct: the components are 
different or there are unknown secondary devices within the subsystems that are not accounted for in the models. The parameter 
values and patterns resulting from the identification may therefore deviate from those expected for the assumed electrical device and 
should be interpreted as equivalent parameters of the entire subsystem. Based on these considerations, all estimates are considered 
acceptable and tested for validation in Section 5. 

4.4.1. Dataset comparison 
The analyzed time windows of the three datasets to train the dynamic models and the resulting estimates of Rp and Lu are listed in 

Table 5 
Training results.  

Dataset coffee1 coffee2 coffee3 

Pumping 34.8 s – 36.4 s 103.2 s – 104.4 s 26.6 s – 28.5 s 
Rp [Ω] 250 252 251 
Grinding 78.2 s – 81 s 6.3 s – 8 s 76.3 s – 77.8 s 
Lu [H] 0.235 0.239 0.238  
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Fig. 5. Measured and estimated ip comparison, 3-cycle zoom, pumping phase (coffee1).  

Fig. 6. Measured and estimated iu comparison, 3-cycle zoom, grinding phase (coffee1).  

Fig. 7. Estimate of the measurement noise vip distribution, pumping phase (coffee1).  
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Fig. 8. Estimate of the measurement noise viu distribution, grinding phase (coffee1).  

Fig. 9. Rp identification (coffee1).  

Fig. 10. Lp identification (coffee1): 4-cycle zoom (a), average trend (b).  
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Table 5. The time trends identified for Lp and R̃u are compared with each other in Figs. 13 and 14, respectively. The training procedure 
provides similar outcomes for all analyzed datasets. 

5. Power consumption prediction 

The equivalent circuits trained in Section 4 need to be validated. Since the DT’s purpose is to forecast the machine’s electricity 
consumption, the validation test assesses the model’s capability in reproducing the subsystem’s actual energy use. The estimated 
power consumption is compared with the real one measured during the relevant elementary phase. 

The actual instantaneous power p of the pumping and grinding subsystems is calculated from the voltage and current measurements 
of dataset coffee1 (Fig. 2). The time windows analyzed comprise 20 voltage cycles and are listed in Table 6, together with the cor
responding actual average power pave. These portions of the signals do not correspond to the pumping and grinding phases of coffee1 
examined to perform the first training: the time windows considered are different (Table 5). 

Fig. 11. Lu identification (coffee1).  

Fig. 12. R̃u identification (coffee1): 4-cycle zoom (a), average trend (b).  

Fig. 13. Lp identification (all datasets).  
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By using the three sets of parameters identified from different acquisitions (Section 4.4.1), it is possible to provide three predictions 
of the appliance’s instantaneous power during pumping and grinding. To make a reliable comparison, forecasts are performed through 
simulations under the same real supply conditions: the measured voltage u (from coffee1 dataset) is used as input for the dynamic 
models. For each elementary phase, 20 cycles are simulated (about 0.4 s). The predicted instantaneous power p̂ is calculated by 
multiplying the measured voltage u by the current obtained via numerical integration of the dynamic model. Numerical integration is 
conducted by means of the MATLAB ode45 solver, which is based on an explicit Runge-Kutta formula (4,5), the Dormand-Prince pair 
[75,76]. The simulation time step is equal to the time resolution of the data acquisition (Δt = 1.6×10− 4 s). The prediction and 
validation test results are shown below. 

The estimates of Rp and Lp are introduced into equation (22). The complete dynamic model (22-25) allows to simulate the pumping 
subsystem behavior and its power ̂pp. The three forecasts are compared with each other and with the measured power pp in Fig. 15. The 
time axis is that of the simulation: the measurements are shifted along the time axis until they synchronize with the simulated curves. 
The largest gap between estimates and actual curve is found when the negative power approaches zero. 

The estimates of R̃u and Lu are fed into dynamic model (29), which is then used to simulate the grinding subsystem behavior and its 
power ̂pu. The comparison between the measured power pu and the predicted ones is shown in Fig. 16. Slight deviations between actual 
and estimated values can be observed at peaks. 

The prediction performance is assessed through the RMSE and CV- RMSE, calculated by means of equations (17) and (18), 
respectively. The resulting errors are listed in Table 7. The RMSE is scale-dependent and provides a direct quantification of the error, 
whereas the CV-RMSE is a scale-independent metric, useful for comparing performance between different systems and approaches. 
The RMSE in the pumping subsystem is lower than that in the grinding subsystem, because of the different power rating. In terms of CV- 
RMSE, the forecast performance for grinding is better than that for pumping, meaning that dynamic model (22) is more suitable than 
model (29) to represent the respective subsystem power consumption. However, both models are adequately close to physical reality 
for engineering purposes and achieve prediction accuracy levels that ML techniques can rarely guarantee [13]. Since the estimates 
correctly track the instantaneous powers, the equivalent circuits can be validated and chosen as representative of the electrical energy 
consumption of the corresponding phase. 

Fig. 14. R̃u identification (all datasets).  

Table 6 
Actual power (coffee1).  

Subsystem Time window pave [W] 

Pumping 44.51 s – 44.91 s 53.23 
Grinding 8.51 s – 8.91 s 152.92  

Fig. 15. Measured pp and predicted p̂p comparison, pumping subsystem, 3-cycle zoom (all datasets).  
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Table 7 also shows the forecast of the average power consumed p̂ave and the resulting percentage error (%err), which is not a 
reliable metric for a quantitative assessment: a low %err could be found even if the instantaneous power is improperly estimated. 

A validated model can be used to simulate the subsystem’s behavior under operating conditions and scenarios other than current 
ones, evaluating the impact on energy consumption due to variations of the control input or one or more parameters. This feature 
becomes even more attractive for multi-input systems. The variation in parameters may be related to degradation in component 
performance (due to wear or failures) or replacement of components by others with different characteristics. If the dynamic model has 
input-dependent parameters, a prediction performed with an input other than that of the training phase will be more approximate. The 
validation is conducted on a short-term scenario. However, the forecast horizon has no limits as long as a trend can be assumed or 
predicted for the system inputs. 

6. Conclusions 

In this paper, an effective tool based on DT for predicting electric power consumption of industrial production systems is proposed. 
The DT’s innovative architecture integrates the ASEKF and non-intrusive sensors, enabling its practical implementation for partially 
known and difficult-to-access industrial manufacturing systems without special efforts. Such a structure ensures the identification of 
virtual model’s unknown elements through short online training phases requiring small amounts of real-time raw data. This method 
offers significant potential in energy management and planning for optimizing consumption and improving energy efficiency in the 
manufacturing industry. 

An experiment is conducted in offline mode on an automatic coffee machine and can serve as a blueprint to develop forecasting DTs 
for other industrial systems. The research results show a prediction accuracy not exceeding 10.5% in terms of CV-RMSE. DT’s 
robustness and reliability are tested by feeding the ASEKF with different datasets, obtaining comparable outcomes for both model 
training and prediction performance. 

The main direction of future research will concern the real-time synchronization between the DT and its original counterpart 
through ASEKFs, in order to test the technique also in online mode. Future work will also focus on integrating electromechanical 
coupling into the DT model and testing a multi-filter algorithm capable of dealing with complex phases, where several subsystems are 
operating simultaneously. By also introducing mechanical models, DTs can provide a comprehensive estimate of energy usage, 
tracking energy flow, evaluating system losses and efficiency, and forecasting the impact on electricity consumption due to load 
variations. Its application can therefore be extended to real-time monitoring for fault detection and predictive maintenance. 

The proposed work exhibits some limitations:  

• the availability of reliable measurements not affected by gross error, which are needed to discern whether a preliminary model is 
characterized by high or low bias and thus validate it for power consumption prediction;  

• the ASEKF algorithm’s assumption of Gaussian noise with zero mean, as in practice other types of noise distribution may be present;  
• the expert knowledge required during model training for separating and labeling energy consumption sources and initializing the 

ASEKF. 

Fig. 16. Measured pu and predicted p̂u comparison, grinding subsystem, 3-cycle zoom (all datasets).  

Table 7 
Prediction performance.  

Dataset coffee1  coffee2  coffee3  

Subsystem Pumping Grinding Pumping Grinding Pumping Grinding 

RMSE [W] 5.50 12.11 5.56 11.30 5.18 11.79 
CV-RMSE 10.33% 7.92% 10.45% 7.39% 9.73% 7.71% 
p̂ave [W] 53.07 150.80 52.85 153.70 53.22 154.52 
%err 0.30% 1.39% 0.71% 0.51% 0.02% 1.05%  
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The literature search for algorithms suitable to reduce human intervention at this stage and to be integrated into the DT will be the 
target of further studies. 
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