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Music can effectively improve people’s emotions, and has now become an effective

auxiliary treatment method in modern medicine. With the rapid development of

neuroimaging, the relationship between music and brain function has attracted

much attention. In this study, we proposed an integrated framework of multi-modal

electroencephalogram (EEG) and functional near infrared spectroscopy (fNIRS) from data

collection to data analysis to explore the effects of music (especially personal preferred

music) on brain activity. During the experiment, each subject was listening to two different

kinds of music, namely personal preferred music and neutral music. In analyzing the

synchronization signals of EEG and fNIRS, we found that music promotes the activity

of the brain (especially the prefrontal lobe), and the activation induced by preferred

music is stronger than that of neutral music. For the multi-modal features of EEG and

fNIRS, we proposed an improved Normalized-ReliefF method to fuse and optimize them

and found that it can effectively improve the accuracy of distinguishing between the

brain activity evoked by preferred music and neutral music (up to 98.38%). Our work

provides an objective reference based on neuroimaging for the research and application

of personalized music therapy.

Keywords: multi-modality, electroencephalogram (EEG), functional near-infrared spectroscopy (fNIRS), brain

activity, preferred music

INTRODUCTION

Music is the reproduction of the sound of nature that combines science and art. It can not only be
used as a form of entertainment to improve people’s quality of life (Murrock andHiggins, 2010; Niet
et al., 2010; Witte et al., 2020; Chen et al., 2021), but also as a treatment to cure some neurological
diseases, such as Alzheimer’s disease (Reschke-Hernández et al., 2020), stoke (Sarkamo et al.,
2008), disorders of consciousness (DOC) (Carrière et al., 2020), Parkinson’s disease (Alfredo, 2015),
depression (Chen et al., 2021) and autism (James et al., 2015). For example, Reschke-Hernández
et al. (2020) used familiar music as a stimulus to emphasize the effect of familiar music in inducing
the emotions of patients with Alzheimer’s disease. Sarkamo et al. (2008) showed that for stroke
patients, listening music enhances cognitive recovery and mood after middle cerebral artery stroke.
In their review, Rollnik and Eckart (2014) also concluded that listening to music has the effect of
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awakening and improving mood in patients with impaired
consciousness, and can even be used as a means of
communicating with patients.

With the rapid development of neuroimaging technology,
more and more studies have focused on exploring the
relationship between music and its effects on the brain.
Previous studies have shown that music affects people not
only psychological, but also has a positive impact on cognitive
development of the brain, including memory, learning and
attention (Franco Jarava, 2018). Bennet and Bennet (2008)
found that listening to music helps keep brain neurons active
and vigorous and synapses intact. Gui et al. (2019) described
the use of fMRI to analyze the brain activity of depressed
patients and healthy people under positive and negative music
stimulation, and found that their regions of interest (ROI)
characteristics are quite different. According to the functional
near-infrared spectroscopy (fNIRS) indicator of the prefrontal
cortex activation, Zheng et al. (2020) showed that soothing
music cause low motivational intensity emotion and uplifting
music cause high motivational intensity. In particular, music
therapy with personality characteristics helps to make people
feel relaxed and improve the mood, behavior and prognosis
of patients (Zheng et al., 2020). Jagiello et al. (2019) used
electroencephalogram (EEG) to measure the brain responses to
familiar vs. unfamiliarmusic and found that fragments of familiar
and unfamiliar music can be quickly distinguished in the brain.

Different states of the brain understand music in different
ways and stimulate specific areas of the brain. Different genres
of music have been shown to have different effects on brain
function, such as significant differences in the activation of the
prefrontal lobe were studied with classical and techno music
(Bigliassi et al., 2015). Previous studies have shown that music
with personal meaning may be more easily perceivable than
background music or “relaxing” music, and it is more beneficial
to people (Gerdner, 2000; Geethanjali et al., 2018; Jagiello et al.,
2019). The findings of Greenberg et al. (2015) showed that
individual differences in musical preferences may be related
to brain activity and structure. Koelsch (2015) mentioned that
because music can evoke people’s memory, listening to familiar
music can make the brain area which is responsible for memory
function responds accordingly and induces people’s emotions.
Geethanjali et al. (2018) found specific activation and increased
functional connectivity after listening to Indianmusic and Indian
music can increased the positive affective scores. However, there
are relatively few studies on the effect of personal preferred music
on brain activity. What is the characteristic pattern of the brain
activity induced by personal preferred music and whether it can
promote our brain activity better than other audio stimulus are
still unclear.

The current exploration of the relationship between music
and brain activity mainly uses single-modality neuroimaging
technology, such as fMRI, Positron Emission Computed
Tomography (PET) and Magnetoencephalography (MEG)
(Blood et al., 1999; Jared et al., 2018; Gui et al., 2019; Carrière
et al., 2020). However, previous studies have proved that
combining multi-modal imaging technology can effectively use
the complementary information of different technologies to

overcome the basic limitations of individual modalities, and
provide more comprehensive and richer brain information
than single-modality imaging technology (Cicalese et al.,
2020). Among the commonly used non-invasive neuroimaging
technologies, EEG and fNIRS are relatively portable, flexible and
inexpensive, and have a wider range of possible applications.
EEG can capture the macro-time dynamics of brain electrical
activity by recording neuron firing (Pan et al., 2020), and fNIRS
estimates brain hemodynamic fluctuations through spectral
measurement (Chincarini et al., 2020). These two technologies
reflect different aspects of brain neural activity. In addition, EEG
measurement has high time resolution but poor stability, while
fNIRS has higher spatial resolution and good anti-interference
but lower time resolution (He et al., 2020). Therefore, the
multi-modal brain imaging system that combining both
EEG and fNIRS can simultaneously obtain high-temporal-
spatial resolution information, and dynamically observe the
information processing processes of the cerebral cortex from the
two dimensions of neuroelectric activity and hemodynamics.
This is undoubtedly a better strategy for exploring brain activity.
Li et al. (2020a) developed an EEG-informed-fNIRS analysis
framework to investigate the neuro-correlate between neuronal
activity and cerebral hemodynamics by identifying specific EEG
rhythmic modulations which contribute to the improvement of
the fNIRS based General Linear Model (GLM) analysis. Putze
et al. (2013) used EEG and fNIRS to distinguish and detect visual
and auditory stimuli processing. They extracted the time-domain
and frequency-domain features of EEG and the mean feature
of fNIRS and then used the classifier to classify them. They
concluded that the fusion of different features of different modal
signals has more advantages than the classification accuracy
of single-modality features. The multi-modal EEG-fNIRS can
provide richer brain activity information than a single-modality.
Inspired by the above research, we tried to integrate the multi-
modal brain imaging technology of EEG and fNIRS to explore
brain activity evoked by personal preferred music.

However, EEG and fNIRS signals are two different brain
signals, and the multi-modal integration of EEG-fNIRS is still a
challenge in the field of multi-modal research. The commonly
used multi-modal integration methods mainly include three
strategies: data-level fusion, feature-level fusion, and decision-
level fusion. Among them, the feature-level fusion strategy
with relatively good effect and relatively simple processing has
attracted more attention (Qi et al., 2018). However, most of
the current researches using this strategy simply use feature
vector splicing to fuse multi-modal features (Hubert et al., 2017).
Although the splicing method is simple, it does not consider
the correlation and difference between different modalities, and
it is difficult to utilize the multi-modal information of EEG-
fNIRS fully and effectively. An effective multi-modal integration
method can further improve the performance of the EEG-fNIRS
system (Khan and Hasan, 2020).

In this work, we propose a multi-modal integration
framework of EEG-fNIRS from data collection to data analysis
to explore the influence of personal preferred music on brain
activity. Under the stimuli of personal preferred music and
neutral music, we synchronously collected the brain signals of
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the two modalities, and combined their features to explore the
brain activities evoked by music. Meanwhile, we employed an
improved Normalized-ReliefF algorithm to fuse and optimize
the multi-modal features from the two brain signals, which
effectively improves the accuracy of distinguishing brain
activity caused by preferred music and neutral music. The main
contributions of this work are as follows:

(1) Based on the complementarity of EEG and fNIRS, multi-
modal data of EEG and fNIRS were simultaneously collected
to explore the relationship betweenmusic (especially favorite
music) and brain activity from different perspectives, which
provides imaging-based evidence for the clinical application
of personalized music therapy.

(2) A multi-modal integration method of EEG-fNIRS is
proposed. We first normalized the multi-modal features
from EEG and fNIRS, and then developed an improved
ReliefF algorithm to perform feature selection on these
multi-dimensional features, and finally fused these features
together to realize the full utilization and effective fusion of
EEG and fNIRS information.

MATERIALS AND METHODS

Subjects
Nine right-handed volunteers (five males and four females, with
an average age of 31.25 years) with no history of neurological,
psychiatric or other brain-related dis-ease participated in this
study. No subjects reported damage to the auditory channel or
received professional musical education. Before the start of the
experiment, each subject was fully informed of the experimental
purpose and methods, and provided writ-ten informed consent
prior to the start of the experiment.

Paradigm Design
Participants’ personal preferred and neutral music was used
as the experimental stimulus in the present study. Before the
experiment, we conducted a questionnaire survey for each
participant, asking them to provide one of their personal favorite
music, and choosing one of the four unfamous relax music (e.g.,
soft music) we provided as the neutral music stimulus. All music
has lyrics. During the experiment, music was played outside
via mobile phones, and the playback volume of each song was
basically the same. In order to minimize the interference of
environmental noise, we kept the experimental environment as
quiet as possible. At the beginning of the experiment, the subject
was asked to close their eyes and sit awake in a comfortable
chair. Short beeps were emitted at the beginning and end of
music playback to indicate the beginning and end of the music
stimulus. At the beginning of the measurement, the subjects
were asked to stay relaxed for 2min, and then performed neutral
music stimulus task, that is, to continuously listen to a piece of
neutral music (about 4min). After the stimulus task of neutral
music, the subjects were asked to stay relaxed for 2min, and then
performed the stimulus task of personal preferred music, that is,
listen to a continuous music that the subjects are favorite (about
4min). After the stimulus task of personal preferred music, the

FIGURE 1 | The paradigm design of this experiment.

subjects remained at rest for 2min before ending the experiment.
The specific process of the experimental paradigm is shown in
Figure 1.

Data Collection
In this study, we first used EEG technology alone to collect the
brain signals of four subject listening to neutral music and their
personal preferred music. After preliminary analysis confirmed
that the two kinds of music did have an effect on brain activity, we
then used EEG and fNIRS technology to simultaneously collect
data from five other subjects. EEG signals were collected using
a BrainAmp DC EEG recording system (Brain Products GmbH,
Germany). The electrode placement follows the international 10–
20 convention of a 32-channel cap, and the signal was recorded
at a sampling rate of 500Hz. The fNIRS signals were recorded
using a multi-channel NIRScout system (NIRx Medizintechnik
GmbH, Germany) at a sampling rate of 3.91Hz. The source-
detector distance was fixed at 3 cm, and a total of 44measurement
channels. The EEG-fNIRS acquisition equipment and the EEG
and fNIRS channel locations is shown in Figure 2. During the
data collection, we used a computer and E-Prime software to
form a signal prompting device. We connected the mobile phone
to the computer via a USB data cable, and the computer controls
the mobile phone to play music, so as to achieve the purpose of
controlling the signal prompt device and the mobile phone to
play music synchronously. The signal prompting device sends
a trigger signal to BrainAmp DC EEG recording system and
NIRScout system at the same time through the parallel port.
BrainAmp DC EEG recording system and NIRScout system,
respectively, amplify these two kinds of brain signals. Finally,
the computer simultaneously recorded the brain signals and the
event markers processed by the two system.

Data Processing
EEG-fNIRS Data Preprocessing
EEG preprocessing was performed using EEGLAB software
(v2021.0). Data was first re-referenced to a common-average
reference and then filtered from 0.5 to 50Hz. In order tomaintain
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FIGURE 2 | Acquisition equipment and measuring cap. (A) View of the acquisition equipment; (B) Acquisition amplifier of EEG; (C) Laser light source of fNIRS; (D)

View of measuring cap; and (E) Channel location of EEG and fNIRS. Where the red circles represent the 16 light sources of fNIRS, the green circles are 15 detesctors

of fNIRS, the blue lines are 44 channels of fNIRS, and the gray circles represent 32 EEG electrodes.

the consistency of the data of each subject, we kept the 200-s
climax part of the two pieces of music, so the EEG data of each
piece of music were segmented to form a period of data from 5
to 205 s after the start of the stimulus. Then, a baseline correction
was performed on the segmented data of each stimulus. Finally,
independent component analysis (ICA) was used to remove the
ocular artifact for each subject.

fNIRS preprocessing was performed using nirsLAB software
(v201904). First, a 4th order Butterworth band-pass filter with
cut-off frequencies of 0.01–0.1Hz, was applied to remove artifacts
such as those originated from heartbeats (∼1Hz), venous
pressure waves due to respiration (∼0.2Hz) and arterial pressure
oscillations (Mayer waves ∼0.1Hz). Then, the concentration
changes of oxyhemoglobin (HbO) and deoxyhemoglobin (Hb)
were computed according to the Modified Beer-Lambert Law.
In fNIRS, HbO and Hb are the parameters that can indirectly
reflect the neural activity of the brain, and are often used in fNIRS
data analysis (Yücel et al., 2021). Then, the baseline correction of
each channel of the fNIRS signals were performed by subtracting
the mean value of the 10 s baseline signal before the start of the
stimulus from the signal during each stimulus task. Finally, the

fNIRS data of each piece of music were also segmented to form a
period of data from 5 to 205 s after the start of the stimuli.

Feature Extraction
(a) EEG signals:We extracted time domain, frequency domain,

time-frequency domain and spatial domain features to
analyze the characteristics of brain activity.

• Time Domain Features

Regarding the feature extraction in time domain, and
we used centralized statistical methods to represent the
time series of EEG (Li et al., 2020b). These time-domain
statistic features include:
Mean:

µs =
1

N

N
∑

i=1

S (i) (1)

Standard deviation:

σ 2
s =

1

N

N
∑

i=1

[S (i) − µs]
2 (2)
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Mean of the 1st difference absolute value:

δs =
1

N − 1

N−1
∑

i=1

|S (i+ 1) − S (i)| (3)

Mean of the normalized 1st difference absolute value:

δs =
1

N − 1

N−1
∑

i=1

∣

∣S̄ (i+ 1) − S̄ (i)
∣

∣ =
δs

σs
(4)

Mean of the 2nd difference absolute value:

γs =
1

N − 2

N−2
∑

i=1

|S (i+ 2) − S (i)| (5)

Mean of the normalized 2nd difference absolute value:

γ̄s =
1

N − 2

N−2
∑

i=1

∣

∣S̄ (i+ 2) − S̄ (i)
∣

∣ =
γs

σs
(6)

where i is the sampling point, Si represents the EEG
signals, N is the number of samples. Then, we put the
above statistical features of the signals into a vector
as follows:

FVstatistic =
[

µs, σ
2
s , δs, δs, γs, γ̄s

]

(7)

• Frequency Domain Features

For frequency domain features, we extract the two most
typical features: PSD feature (Åkerstedt and Gillberg,
1986) and DE feature (Duan et al., 2013).

PSD is a measure of the mean square value of a
random variable, and it is the average power dimension
per unit frequency. The average power of the signal can
be obtained by integrating the power spectrum in the
frequency domain. We used the periodogram method
(Meziani et al., 2019) to obtain the power spectral density,
and we calculated the PSD of the five frequency bands [δ
(0.5–3Hz), θ (4–7Hz), α (8–13Hz), β (14–30Hz), and γ

(30–50Hz)]. Periodogram is a simple and popular method
of spectrum estimation, which is based on Discrete
Fourier Transform (DFT):

F
[

k
]

=

N−1
∑

n=0

x [n] e−
j2πkn
N (8)

where Fs is the sampling rate of the EEG signals, j and
π are constants, and N is the number of samples, n is
the sampling point, k = 0, 1, 2...N − 1. We can get
the periodic diagram of a discrete-time signal x[n], n =

1, 2, ..., N with a sampling rate of Fs is calculated as:

p
(

f
)

=
1

NFs

∣

∣

∣

∣

∣

F
[

k
]

N
∑

k=1

w
[

k
]

∣

∣

∣

∣

∣

2

(9)

where f = kFs/N and p
(

f
)

is the PSD feature of the EEG.
DE is the generalized form of Shannon entropy (ShEn)

Sen =
∑n

i=1 p (si) loga
1

p(si)
= −

∑n
i=1 p(si)logap(si) on

continuous variables:

DE =

b
∫

a

Sendx = −

b
∫

a

p (si) log
[

p (si)
]

dsi (10)

where p(si) represents the probability density function of
continuous information, [a, b] represents the interval of
information value.

• Time-Frequency domain

Wavelet Entropy is the entropy value calculated by
the wavelet transform of the signal according to its
probability distribution (Quiroga et al., 2001). Shannon’s
theory of entropy provides a useful tool for analyzing
and comparing probability distributions. The calculation
formula of wavelet entropy is as follows:

SWT = SWT

(

p
)

= −
∑

i

pi ln
[

pi
]

(11)

where p represents the energy intensity ratio of a
certain signal.

• Spatial Features

The spatial features of EEG signals generally refer to
the combined features obtained by comparing the signal
features of left-right symmetrical area by using the
spatial position information of the EEG electrodes. The
spatial domain features are based on the principle that
different brain activity states have different activation
levels in different areas of the brain. The spatial domain
features are calculated as follows: Time domain, frequency
domain, and time-frequency domain features of the
EEG signals of each channel are used as preliminary
features, and then the left-right symmetric electrode
feature combination is used as the final spatial domain
features. The placement of the 32 EEG electrodes used
in our experiment corresponds to the position on the
international 10–20 convention. The Cz and Pz in
the middle position are removed, and the remaining
30 channel electrodes from 15 symmetrical left-right
electrode (AFp1-AFp2, AFF1h-AFF2h, AFF5h-AFF8h,
F7-F8, FFC5h-FFC8h, FFC1h-FFC2h, FCC3h-FCC4h,
FCC5h-FCC8h, FTT7h-FTT8h, CCP3h-CCP6h, CCP5h-
CCP6h, TTP7h-TTP8h, CPP3h-CPP4h, TPP7h-TPP8h,
PO3-PO4, a total of 15 pairs of electrodes).

RASM refers to the ratio of the eigenvalues of the
symmetrical electrode pair on the left and right (Li et al.,
2020b). We used the symmetrical electrode feature values
(FXL−EEG, FXR−EEG) of the left and right brain regions to
obtain RASM features. The calculation formula of RASM
is as (12):

FRASM =
FXL−EEG

FXR−EEG
(12)
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(b) fNIRS signals: We analyzed the features of the fNIRS
signals from the perspective of time domain (Naseer and
Hong, 2015), considering the features of the change of
HbO concentration and the change of Hb concentration
(we denoted it as and), including their statistic features and
features based on GLM.

• Statistic Features

We extracted the mean and variance the HbO and Hb
signals of 44 channels of the fNIRS signals as statistical
features. The calculation formulas of the two statistic
features are shown in (13) and (14):

µf =

∑t2
n=t1

|x (n)|

fs (t2 − t1)
(13)

σ 2
f =

∑t2
i=t1

[

x(n)′ − µf

]2

fs (t2 − t1)
(14)

where x(n) are the and signals, t1 and t2 (t2 > t1) are
two time points, µf and σ 2

f
are the mean and the variance

value of the fNIRS signals in the time periods t1 and t2.We
combine the above two statistical features into a feature
vector as the statistical feature SFf of the fNIRS signals.

SFf =
[

µf , σ
2
f

]

(15)

• Feature based on GLM

When the brain activation changes, HbO usually exhibits
an approximately linear trend. Using GLM, the B value
representing the degree of activation of each channel
can be calculated to detect the activated channel. The
calculation formula of GLM of fNIRS signals is:

Y = BX + E (16)

In formula (15), Y is the preprocessed HbO data or
Hb data of the fNIRS signals as the dependent variable,
and X is a design matrix. E is a residual matrix that
obeys a normal distribution, and B is a matrix with
estimated parameters. Based on formula (16), each item
of the matrix Y is yij, i = 1, 2, ..., N represents the
number of time points of data acquisition, and j =

1, 2, ..., N represents the number of channels. That is, yij
is the HbO data or Hb data collected by the jth channel at
the ith time point. Therefore, when each item of Y is yij, we
can get the calculation formula of yij as:

yij = xi1β1j + xi2β2j + . . . + xikβkj + εij (17)

Then we can transform formula (17) into:











y1
y2
...
ym











=











x11 x12 . . . x1n
x21 x22 . . . x2n
...

xm1

...
xm2

. . .
...

. . . xmn





















β1

β2
...

βn











+











ε1
ε2
...

εn











(18)

Finally, we can obtain the feature B value of fNIRS signals
by the least square method:

B =
(

X′X
)−1

X′Y = [β1β2 . . . βk]
T (19)

Feature Fusion
Since EEG data and fNIRS data are two different brain signals,
they are quite different in principle and acquisition mechanism.
When combining these two different types of data, simple
feature splicing often leads to poor performance of the machine
learning algorithm. Therefore, it is very necessary to normalize
the features of the two before fusion and perform feature
selection after fusion. Based on this, we proposed a multi-modal
feature-level fusion method, the Normalized-ReliefF method.
Due to the amplitude and dimension of the various features
of the two brain signals are different, in order to more
effectively fuse them, we used the normalization algorithm of
formula (20) to modulate all the features so that they were
scaled to the range of 0 to 1. The normalized features were
fused into a new multi-modal feature vector MulFeat , as in
formula (21).

Feati
′ =

Feati −min(Feati)

max (Feati) −min(Feati)
(20)

MulFeat = [Feat1
′ . . . Feati

′] (21)

Considering that there may be redundant information between
these between these multi-modal features, it is often difficult
to manually extract complementary and non-redundant
information. Therefore, we further used the ReliefF algorithm to
optimize the selection of features to achieve more efficient fusion
of the two signals. ReliefF is based on the ability of features to
distinguish close samples of each class, and evaluates the features
by assigning different weights to the features. The larger the
feature weight, the more helpful it is to distinguish the categories.
When the correlation between the feature and the classification
is extremely low, the weight of the feature will be very small, even
close to 0. The feature weight may be negative, which means that
the distance between similar neighboring samples is greater than
the distance between different types of neighboring samples,
that is, the feature has a negative impact on classification. For
the sample set Q, a sample S is randomly selected each time,
and then k neighboring samples NH of S are searched for in
the same sample set of S, and k neighboring samples NM are
searched for each sample set of a different category from S.
Iteratively update the weight ω(x) of each feature, and the update
formula is:

ω(x)′ =

∑k

j=1
diff

(

X, S,NHj

)

+
∑

C 6=Cl(s)
[

P (C)

1− P
[

Cl (S)
] ∗

∑k

j=1
diff [X, S,NM(C)j]

]

m ∗ k
(22)

ω (x) = ω (x) − ω(x)′ (23)
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diff
(

X, S, S′
)

=











|S[X]−S′[X]|
max(X)−min(X) , where X is continuous

0, where X is discrete and S [X] = S′[X]
1, where X is discrete and S [X] 6= S′[X]

(24)

In the formulas (22) and (24), m represents the number of
iterations, NHj defines the jth nearest neighbor sample of the
same class, and NM(C)j is the jth nearest neighbor sample of a
different class of class C samples. P(C) represents the probability
of the Cth target, Cl(S) refers to the category to which sample S
belongs, diff (X, S, S′) is the distance between sample S and S′with
respect to feature X.

Classification
The time domain, frequency domain and spatial domain features
are extracted from the EEG signals of each subject, and the
statistical features and features based GLM are extracted from
fNIRS. Based on these features of EEG and fNIRS, we used six
classifiers to classify subjects’ brain activity induced by personal
preferred and neutral music. The six classifiers we used are
support vector machines (SVM), k-nearest neighbor (KNN),
Random Forest, AdaBooting, Naive Bayesian and discriminant
analysis classifiers (DAC). In order to better performmulti-modal
signal fusion, we modulated the signal characteristics of these
two different modalities into signals with the same sampling
rate (1Hz) through sample packaging before classification.
Furthermore, we performed a 5-fold cross-validation for each
classification in order to avoid the phenomenon of false
high accuracy.

SVM is probably one of the most popular and watched
machine learning algorithms. The hyperplane is the line that
divides the input variable space. In SVM, the hyperplane is
selected to best separate the points in the input variable space
from their class (level 0 or level 1). The SVM learning algorithm
finds the coefficients that make the hyperplane to best separate
the classes.

KNN is a commonly used statistical classification method,
which can be used not only for regression or linear classification,
but also for non-linear classification. It can achieve high
classification accuracy, has no assumptions about the data, and
is not sensitive to outlier.

Random Forest is a classifier that contains multiple decision
trees in machine learning, and the output category is determined
by the modal of the category output by the individual tree.

Naive Bayesian is a series of simple probability classifiers
based on the use of Bayes’ theorem under the assumption
of strong independence between features. The classifier model
assigns class labels represented by feature values to the problem
instances, and the class labels are taken from a limited set.

AdaBoosting is a kind of ensemble method classifier. Each
time this method uses bootstrap sampling to construct a tree,
it increases the sampling weight for the misjudged observations
based on the results of the previous tree, so that the next tree can
be more representative of the misjudged observations.

The basic idea of DAC is to project high-dimensional pattern
samples into the best discriminant vector space to achieve the

effect of extracting classification information and compressing
the dimension of the feature space. After projection, it is ensured
that the model samples have the largest inter-class distance and
the smallest intra-class distance in the new subspace, that is,
the model has the best separability in the space. Therefore, it is
an effective feature extraction method. Using this method can
maximize the inter-class scatter matrix of the pattern samples
after projection, and at the same time minimize the intra-class
scatter matrix.

In summary, as shown in the overall framework of multi-
modal EEG-fNIRS integration in Figure 3, we integrated EEG
and fNIRS from data collection to data analysis to explore the
characteristics of music on brain activity.

RESULTS

For EEG signals recorded by nine subjects while listening to
neutral music and their personal preferred music, we calculated
the DE values of the five common frequency bands (i.e., δ:
0.5–3Hz, θ: 4–7Hz, α: 8–13Hz, β: 14–30Hz, and γ: 30–
50Hz) of all channels and distribution of all nine subjects in
the five frequency bands induced by personal preferred music
and neutral music. Figure 4A is the average DE distribution
diagram of personal preferred music, Figure 4B is the average
DE distribution diagram of neutral music, and Figure 4C is the
difference diagram of the average DE distribution of personal
preferred music and neutral music (personal preferred music
minus neutral music). It can be seen from Figure 4 that when
the subjects listened to personal preferred music (A) and neutral
music (B), the brain had a similar response pattern. The specific
performance is as follows: firstly, the two kinds of music in each
frequency band show a similar DE distribution pattern; secondly,
personal preferred music and neutral music mainly activate the
prefrontal lobe (especially the right frontal lobe) and the occipital
lobe; finally, in the same brain area, the activation of the lower
frequency band (e.g., δ and θ) is often stronger than that of the
higher frequency band (e.g., β and γ). Moreover, we analyzed
the differences in brain activity induced by the two music by
subtracting the average DE of neutral music (B) from the average
DE of personal preference music (A), as shown in Figure 4C.
It can be seen that personal preferred music activates our brain
more in right prefrontal, occipital and right temporal regions,
and this difference is more obvious in the δ frequency bands.

In this study, due to the limited number of optodes of
the fNIRS equipment, which cannot cover the entire human
head, we used the high spatial resolution of fNIRS to distribute
the 44 channels mainly in the prefrontal and left and right
temporal lobes to collect signals. For the fNIRS signals recorded
by five subjects while listening to neutral music and their
personal preferred music, we calculated the changes in HbO
concentrations in all 44 channels of each subject. We averaged
the HbO concentration of all subjects and compared the HbO
concentration during music listening with theHbO in the resting
state. We found that compared with the resting state, personal
preferred music and neutral music significantly enhanced brain
activity. As shown in Figure 5, HbO concentration indicates that
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FIGURE 3 | The overall framework of EEG-fNIRS multi-modal integration.

FIGURE 4 | Averaged DE distributions of all nine subjects in the five frequency bands induced by personal preferred music (A) and neutral music (B), and their DE

difference distribution [i.e., personal preference minus neutral music, as shown in (C)] in the five frequency bands. Where δ: 0.5–3Hz; θ: 4–7Hz; α: 8–13Hz; β:

14–30Hz; γ: 30–50Hz; All (0.5–50Hz).

the brain response patterns induced by personal preferred music
(A) and neutral music (B) are also similar, both of which are
significantly (p < 0.05) activates the prefrontal lobe and part of

the right temporal lobe activation. Moreover, the brain activation
induced by personal preferred music is stronger than that of
neutral music, and their differences are mainly manifested in the
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FIGURE 5 | HbO of contrasts of (A) personal preferred music stimulus vs. baseline, (B) neutral music stimulus vs. baseline, and (C) personal preferred music vs.

neutral music. The area shown in the figure represents a statistically significant difference (p < 0.05). Where the blue circles represent the light sources of fNIRS and

the green circles are the detectors of fNIRS. The darker the red, the more significant the difference and the smaller the p-value.

TABLE 1 | Classification accuracy of different classifiers based on EEG different features.

DE PSD Statistic Wavelet entropy RASM Combined features Averaged accuracy

SVM 93.94% 94.32% 96.60% 49.06% 83.12% 97.17% 85.70%

KNN 80.59% 86.49% 91.00% 52.01% 70.34% 88.01% 78.07%

Random forest 92.12% 94.91% 95.69% 52.17% 87.41% 97.63% 86.66%

AdaBoosting 92.12% 94.91% 96.35% 50.77% 86.55% 97.94% 86.44%

Naive bayesian 78.49% 70.71% 80.81% 51.67% 82.01% 84.78% 74.75%

DAC 91.29% 90.11% 92.42% 49.12% 85.35% 95.14% 83.91%

Averaged accuracy 88.09% 88.58% 92.14% 50.80% 82.4%7 93.45%

bilateral temporal lobes, as shown in Figure 5C. In this study, t-
test2 was used for significance analysis. The brain areas shown in
Figure 5 are statistically significant (p < 0.05).

In order to further explore the differences in brain activity
induced by personal preferred and neutral music, we used six
classifiers (i.e., SVM, KNN, Random Forest, AdaBoosting, Naïve
Bayesian, and DAC) to classify the features of EEG and fNIRS
under the personal preferred and neutral music. For EEG, the
features used for classification include DE, PSD, Statistic,Wavelet
Entropy, RASM and all EEG fused features. The classification
results based on EEG features is shown in Table 1. It can be
seen from Table 1 that most of the classifiers can effectively
distinguish whether the subject is listening to personal preferred
or neutral music based on the characteristics of brain activity.
Among multiple features, the combined features have the best
average classification effect in all classifiers, with an averaged
accuracy of 93.45%. Among the six classifiers, the Random Forest
classifier has the highest average classification accuracy, with an
averaged accuracy of 86.66%.

For fNIRS, we converted it into HbO and Hb through the
modified Beer Lambert’s law, then divided the data and extracted
the statistical feature values and the feature values based on GLM
ofHbO andHb per second. After that, we encapsulated the above
four features at one sample per second, and statistic feature has

a dimension of 400∗280 and the feature based on GLM has a
dimension of 400∗140. We also used the above six classifiers to
classify the four features of which are the statistic features and
the feature based on GLM of HbO and Hb. As shown in Table 2,
the accuracy of the statistical feature based on Hb classification
under the KNN classifier is the highest, reaching 91.39%, and
the statistic feature are better than the classification effect of the
features extracted based on GLM.

Based on the multiple features of the above two modalities
of EEG and fNIRS, we then used a Normalized-ReliefF method
for fusion processing and classification. From Table 3, we can
see that compared with features based only on EEG and
only based on fNIRS, the classification accuracy of multi-
modal features based on the fusion of the Normalized-
ReliefF method have been significantly improved, with an
average accuracy rate of 93.38%.To further demonstrate the
effectiveness of the fusion method of Normalized-ReliefF, we also
conducted a set of comparative experiments, that is, comparing
classification performance of the direct feature splicing method,
the normalization algorithm only, the ReliefF algorithm only,
and the Normalized-ReliefF method. As shown in Table 3,
the average classification accuracy of the six classifiers based
on the direct feature splicing method is 85.25%, while the
classification accuracy of multi-modal fusion based only on the
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TABLE 2 | Classification accuracy of different classifiers based on fNIRS different features.

Statistic (HbO) GLM (HbO) Statistic (Hb) GLM (Hb) Averaged accuracy

SVM 80.91% 55.64% 83.35% 54.46% 68.59%

KNN 88.14% 54.46% 91.39% 58.25% 73.06%

Random forest 88.86% 53.82% 91.19% 55.31% 72.30%

AdaBoosting 88.82% 57.67% 91.65% 53.06% 72.80%

Naive bayesian 67.31% 63.33% 69.21% 55.98% 63.96%

DAC 79.85% 55.78% 82.06% 53.67% 67.84%

Averaged accuracy 82.32% 56.78% 84.81% 55.12%

TABLE 3 | Classification accuracy of different classifiers based on the EEG and fNIRS fusion feature.

Splicing Only normalization Only ReliefF Normalized-reliefF

SVM 87.24% 96.84% 92.81% 97.72%

KNN 72.38% 91.55% 74.61% 92.12%

Random forest 91.63% 97.87% 98.04% 98.38%

AdaBoosting 90.22% 94.41% 94.39% 95.79%

Naive bayesian 79.43% 79.91% 80.83% 82.90%

DAC 90.62% 95.26% 95.72% 96.79%

Accuracy averaged 85.25% 92.64% 89.40% 93.68%

normalization algorithm is 92.64%, which is 7.39% higher than
the classification accuracy based on the direct feature splicing
method. In the multi-modal fusion classification experiment
based only on the ReliefF algorithm, the average accuracy of
the six classifications was 89.40%, which is 4.15% higher than
the direct feature splicing method. Experimental results prove
that these two algorithms are more effective than the direct
feature splicing method. The Normalized-ReliefF algorithm,
which combines the normalization and ReliefF algorithm, has
the highest average classification accuracy, which is 8.43%
higher than the direct stitching method, 1.02% higher than the
normalized algorithm only, and 4.28% higher than the ReliefF
algorithm only. These results prove that the Normalized-ReliefF
method we proposed is effective for the multi-modal fusion of
EEG-fNIRS. In the comparative experiment, we also calculated
the running time required to classify a single subject in each
classifier in four methods (i.e., direct splicing method, only
the normalize algorithm, only the ReliefF algorithm, and the
Normalized-ReliefF method).

DISCUSSION

Many studies have shown that music not only has a positive
effect on people’s emotions, but the pleasure of music also
has a positive effect on the brain’s activity response. To
better understand the effect of personal preferred music on
brain activity, in this study, we combined EEG and fNIRS
technology to simultaneously measure the brain activity of
healthy subjects when listening to neutral music and their
preferred music, and used the Normalized-ReliefF method to
identify the characteristics of the brain activity evoked by the

two types of music. Previous work exploring the influence of
music on brain activity was mostly based on a single-modality,
and our work is to integrate two different modalities, EEG and
fNIRS, so as to obtain more abundant brain information from the
two aspects of neuroelectric signals and cerebral hemodynamic
signals. Furthermore, most of the previous feature fusion studies
were to fuse multiple features of a single-modality such as
EEG signals (Nguyen et al., 2018; Li et al., 2019; Hua et al.,
2021). Our study focuses on the feature fusion of two different
brain signals (EEG and fNIRS), which are different in principle,
acquisition mechanism, and signal amplitude. Therefore, we
combined normalization and ReliefF algorithms in the fusion
strategy. Normalization is mainly used to modulate features from
differentmodes to the same scale. The ReliefF algorithm ismainly
used to optimize and select high-dimensional multi-scale features
from two modalities.

From the results of EEG and fNIRS analysis, we can draw a
conclusion that both personal preferred and neutral music can
enhance brain activity and have similar activation patterns. The
activated area is mainly distributed in the prefrontal lobe. The
functions of the prefrontal lobe are mainly related to emotion,
cognition and memory, and is also related to reward system of
human brain (Rouault et al., 2019). There’s evidence showing
that music is closely connected to the stimulation of neurons
and executive function of the prefrontal cortex. There may
be integration of music and autobiographical memory in the
medial prefrontal cortex, facilitating retrieval of personally salient
episodic memories when listening to familiar musical excerpts
(Janata, 2009).

In the EEG analysis, we also found that the occipital lobe
was also partially activated when the subjects listened to music.
Since we did not collect fNIRS data from the occipital lobe,
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it was impossible to compare with EEG data. The activation
of the occipital lobe may due to the fact that this experiment
required the subjects to close their eyes during the experiment.
Participants did experiments with their eyes closed, the activation
of the occipital lobes of the brain will be significantly enhanced
in the α band. Barry and Blasio (2017) studied the changes in
the EEG of the elderly and young people in the resting state
with the eyes open and closed, and found that people have a
stronger α response in the occipital lobe when the eyes are closed
than when the eyes are open. Our fNIRS results show that in
addition to the prefrontal lobe, the temporal lobe is also partially
activated, especially the right temporal lobe, which is consistent
with a previous study (Alfredson et al., 2004). The functions of
temporal lobe is mainly related to hearing, memory and mental
activity (Bougeard and Fischer, 2002). There is evidence that
music can also activate the temporal lobe area (Alfredson et al.,
2004; Hosseini and Hosseini, 2019). For the right hand, the
right temporal lobe is its non-dominant hemispherical temporal
lobe. Its main function is to recognize high-level neural activities
such as memory, association, and comparison. Music have been
demonstrated has a positive effect on cognitive development of
the brain, including memory, learning and attention (Franco
Jarava, 2018). Pan et al. (2018) projected the DE and common
spatial pattern (CSP) features of happy and sad emotions onto the
scalp for subjects and confirmed that different emotional states
will produce different responses in brain regions. At the same
time, they also found that during positive emotion processing,
the neural patterns had significantly higher brain responses at the
temporal lobes.

How to integrate information of different modalities has
always been a difficult problem in the field of multi-modal
research. In this study, we proposed an EEG-fNIRS multi-modal
integration framework from data collection to data analysis to
explore the effect of personal preference music on brain activity.
First, we used a synchronous trigger device in data acquisition
to integrate EEG and fNIRS into an EEG-fNIRS synchronous
acquisition system, achieving the synchronous recording of two
different brain signals. In data analysis, in order to make full use
of the information of the twomodalities, we proposed an improve
Normalized-ReliefF method to fuse and optimize multi-modal
features. Most of the current studies are to splice the features
of different modalities directly into the classifier without any
processing (Al-Shargie et al., 2016; Hong et al., 2018; Cicalese
et al., 2020). Although this splicing method can also achieve
higher accuracy than single-modalities, it does not consider
that the types and scales of features from different modes are
different, and there is also information redundancy between
them. Obviously, this processing method cannot make full and
effective use of multi-modal information and truly realize the
superiority of multi-modal systems.

The Normalized-ReliefF method we proposed can effectively
solve the problem of feature fusion of EEG and fNIRS. We first
normalized all the feature data of EEG and fNIRS to modulate
them to the same scale. Then, the ReliefF method was used
to perform feature selection on multiple features from different
modalities and different dimensions to achieve the effect of
removing redundant information and reducing dimensionality at

the same time. The normalization process can not only evaluate
the features of the two modalities of EEG and fNIRS on the same
scale, but also shorten the data training time to a certain extent.
The ReliefF algorithm is a feature weighting algorithm, which
assigns different weights to features according to the correlation
of each feature and category, and features with a weight less than a
certain threshold will be removed The running time of the ReliefF
algorithm increases linearly with the increase in the number of
samples and the number of original features, so the running
efficiency is relatively high (Stamate et al., 2018; Kshirsagar and
Kumar, 2021; Satapathy and Loganathan, 2021). In our previous
work (Pan et al., 2021), we also confirmed the effectiveness of the
ReliefF algorithm for EEG-based multi-modal feature extraction,
and it can achieve the effect of feature optimization and feature
dimensionality reduction to a certain extent. The Normalized-
ReliefF method we proposed can effectively solve the problem of
fusion of EEG and fNIRS features.

In order to further verify the effectiveness of the Normalized-
ReliefF method, we conducted a set of comparative ablation
experiments. By comparing the classification performance of
direct feature splicing method, only the normalized algorithm,
only the ReliefF algorithm and the Normalized-ReliefF, we found
that the Normalized-ReliefF method can effectively improve the
average accuracy of the classification of brain activities induced
by preferred and neutral music. In terms of calculation time,
the Normalized-ReliefF method is also more efficient than the
other three fusion methods. This fully proves the efficiency of
the Normalized-ReliefF method in the fusion of the two modal
features of EEG and fNIRS. Furthermore, our experimental
results also verify that the multi-modal features based on EEG-
fNIRS have better classification performance than signal-modal
features based only on EEG and only on fNIRS, because the
combination of the two modalities can provide richer brain
activity information.

In the exploration of the effect of preferred music on brain
activity in this work, we proposed an EEG-fNIRS integration
framework to systematically integrate EEG-fNIRS multi-modal
signals from data collection to data analysis. The results of multi-
modal analysis found that personally preferred music promotes
brain activity, and our proposed fusion method, Normalized-
ReliefF, effectively improves the recognition accuracy of brain
activity induced by different music. Our work may provide
neuroimaging-based references for the research and application
of personalized music therapy. Taking patients with DOC as an
example, patients with DOC can be divided into MCS and VS
patients (Xie et al., 2018). At present, the clinical diagnosis and
assessment of consciousness in patients with DOC mainly rely
on behavioral scales, but the misdiagnosis rate of this method
is as high as 37–43% (Hirschberg and Giacino, 2011). It is
very necessary to make an objective and effective diagnosis of
the consciousness of patients with consciousness disorders. Our
work has confirmed that personal preferred music can promote
the brain. In other words, personal preferred music cannot only
be used as a brain stimulus, but also as a treatment method
for patients. In view of the current difficulties in diagnosing
and treating DOC patients in clinical practice, we can use the
patients’ personal preferred music as a stimulus, and explore
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the characteristics of brain activity induced by music in patients
with different states of consciousness by using multi-modal
imaging technology.

However, our study still has some limitations. First, our
sample size is relatively small. Secondly, our experimental
paradigm only listened to preferred music and neutral music
once, and did not conduct multiple rounds of repeated task.
Finally, we only analyze the activation analysis, not the analysis of
the brain functional connectivity. In the future, we will increase
samples, improve the experimental design and data analysis
methods, and include patients with neurological diseases (such as
DOC patients) into the scope of subjects to compare the effects of
personal preferred music on healthy subjects and patients’ brain
functions, and truly realize music therapy.

CONCLUSION

In this study, we proposed the integration framework of the
two modalities of EEG and fNIRS, including data collection
and various data processing and analysis. We used this multi-
modal integration framework to explore the characteristics of
brain activity induced by personal preferred and neutral music,
and found that music can enhance the brain activity, especially
the prefrontal lobe, and personal preferred music activated
their brain more than neutral music. We also proposed an
improved Normalized-ReliefF algorithm to fuse and optimize
multiple features of two different physiological signals EEG
and fNIRS to identify the characteristics of brain activity
induced by personal preference music and neutral music.
We found that using the Normalized-ReliefF algorithm is
more effective than the method of simple multi-feature vector
splicing of the two modalities for classification. We also found
that the classification accuracy rates obtained by using fusion
features based on EEG-fNIRS are higher than the classification
accuracy rates obtained by EEG-based features and fNIRS-
based features, which proves that multi-modal brain imaging
can provide better classification performance than single-
modality. Our work can provide an objective reference based on

neuroimaging for the research and application of personalized
music therapy.
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