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ABSTRACT

DNA condensation and phase separation is of utmost
importance for DNA packing in vivo with important
applications in medicine, biotechnology and polymer
physics. The presence of hexagonally ordered DNA
is observed in virus capsids, sperm heads and in
dinoflagellates. Rigorous modelling of this process
in all-atom MD simulations is presently difficult to
achieve due to size and time scale limitations. We
used a hierarchical approach for systematic multi-
scale coarse-grained (CG) simulations of DNA phase
separation induced by the three-valent cobalt(III)-
hexammine (CoHex3+). Solvent-mediated effective
potentials for a CG model of DNA were extracted
from all-atom MD simulations. Simulations of several
hundred 100-bp-long CG DNA oligonucleotides in the
presence of explicit CoHex3+ ions demonstrated ag-
gregation to a liquid crystalline hexagonally ordered
phase. Following further coarse-graining and extrac-
tion of effective potentials, we conducted modelling
at mesoscale level. In agreement with electron mi-
croscopy observations, simulations of an 10.2-kb-
long DNA molecule showed phase separation to ei-
ther a toroid or a fibre with distinct hexagonal DNA
packing. The mechanism of toroid formation is anal-
ysed in detail. The approach used here is based only
on the underlying all-atom force field and uses no ad-
justable parameters and may be generalised to mod-
elling chromatin up to chromosome size.

INTRODUCTION

The compaction of DNA is a problem of outstanding im-
portance in biology with many important applications in
polyelectrolyte theory, biotechnology, nanoscience (1–4).

While a long (∼100 Mb) chromosomal DNA molecule in
low salt solution would adopt a random coil conforma-
tion expanding over 100 �m, 46 such DNA molecules are
packed inside the confined space of about 10 �m in the
human cell nucleus. Similarly, in sperm heads, viruses and
bacteria, DNA is extremely densely condensed (4–7). The
packaging of the giant genomes of dinoflagellates is an-
other example of compact ordered liquid-crystalline form
of DNA (8,9). Notably, in the eukaryotic cell nucleus forma-
tion of heterochromatin has recently been proposed to pro-
ceed through liquid-liquid phase separation of condensed
DNA domains (10,11). DNA condensation has also at-
tracted great attention in gene delivery where the com-
paction is a key to optimising DNA transfer (3,12).

For almost 50 years it has been known that in vitro,
in the presence of highly charged cations like cobalt(III)-
hexammine (CoHex3+), spermidine3+ and spermine4+,
DNA in solution condenses into collapsed structures of
varying morphologies such as toroids, rod like fibres, glob-
ules and liquid crystals (13–17). While liquid crystalline
phases are observed for 150 bp or shorter DNA molecules
(18–20), long DNA molecules (a few to several hundred
kbp) exhibit highly regular toroidal structures with DNA
arranged in hexagonal packing inside the toroids (6), which
have an outer diameter of around 100 nm, depending on
conditions (21,22). This spontaneous formation of DNA
toroids in hexagonal arrangement is also observed in vivo
in viruses and sperm chromatin and has fascinated scien-
tists for a long time (5,6,23,24). This phenomenon has been
vastly studied experimentally with a variety of techniques
such as X-ray diffraction (25), Cryo-EM (22,24) and more
recently with single molecule techniques (26). This has re-
sulted in significant advances in our understanding of the
phenomenon both at mechanistic and fundamental level.
However, there are still many unsolved problems related to
the condensation of DNA induced by multivalent cations
resulting in the formation of the ordered DNA liquid crys-
talline phase, and the collapse of DNA into toroidal struc-
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tures. There is a lack of rigorous theoretical modelling ap-
proaches that are able to predict, reproduce and analyse
these phenomena from basic principles.

Although it may seem counterintuitive, the fundamen-
tal origin of multivalent ion induced attraction between
like-charged DNA molecules leading to condensation is
grounded in the electrostatic properties of the highly
charged DNA polyelectrolyte. Based on computer simula-
tions as well as on analytical theories, it has been established
that the attraction is caused mainly by ion-ion correlations
that result in a correlated fluctuation in the instantaneous
positions of the condensed counterions on DNA, leading
to a net attractive force between DNA molecules (reviewed
in (2,27)). In the case of flexible multivalent cations like the
polyamines or oligopeptides, the attraction is also generated
by the ‘bridging’ effect (28). The origin of multivalent ion
induced attraction between aligned DNA-DNA molecules
is therefore clear and well described by such polyelectrolyte
models, and recently also in all-atom detail (29,30). How-
ever, the mesoscale level spontaneous transition of short
DNA molecules to a hexagonal liquid crystalline phase and
the formation of toroids from kbp-long DNA molecules,
have not been rigorously described and analysed theoreti-
cally. These phenomena that are determined by a combina-
tion of electrostatic forces and by DNA mechanical prop-
erties, are highly important for understanding DNA phase
separation in biology.

Computer modelling of DNA condensation to an or-
dered bundled phase or modelling of single DNA molecule
collapse to the toroid structure, have with few exceptions
been performed with a description of DNA as a chain
of beads using parameterised harmonic bonds. The bend-
ing flexibility was commonly tuned to reproduce the DNA
mechanical properties from persistence length data (31–
34). Furthermore, the DNA-DNA attraction was generally
modelled by empirical potentials. Only in a few of these
works electrostatic effects were treated directly by includ-
ing explicit balancing counterions, however, without added
salt (31–33). Common to all these approaches is that they
treat generic polymer molecules without explicit presence
of added salt, using empirical adjustable parameters to de-
scribe the relevant potentials in the models. Hence, the con-
nection to the atomistic DNA structure and chemical speci-
ficity is lost. The experimentally important phenomenon
of the formation of hexagonally ordered liquid crystalline
phase of short DNA molecules in the presence of multi-
valent counterions has to the best of our knowledge never
been theoretically demonstrated.

In recent years advances in computer technology have
progressed considerably and all-atom biomolecular MD
simulations including molecular water can now be per-
formed for very large systems such as a nucleosome core
particle and large DNA assemblies (30,35). Yoo and Ak-
simentiev developed improved ion-phosphate interaction
force field parameters and performed all-atom MD simula-
tions of an array of 64 parallel duplex DNA. They demon-
strated the correct hexagonal packing of DNA, which was
absent in simulation with standard CHARMM or AMBER
force field parameters (36). The same authors also investi-
gated the physical mechanism of multivalent ion-mediated
DNA condensation at atomistic level. The results supported

a model of condensation driven by entropy gain due to re-
lease of monovalent ions and by bridging cations (30).

However, all-atom MD simulation of DNA liquid crys-
talline formation or kb-size DNA toroid condensation is
presently not computationally feasible and hence multi-
scale approaches linking atomistic and coarse-grained (CG)
levels of description are necessary (37). Within a system-
atic bottom-up multiscale modelling scheme, the macro-
molecules are reduced to a CG description with effective
sites representing groups of atoms and a number of such
coarse-graining methods and models for DNA have been
developed, each with respective strengths and weaknesses
(38).

Some bottom-up approaches, have recently been used to
model DNA (39–42) and various DNA properties (flexibil-
ity, topological effects, interaction with proteins, DNA ag-
gregation (43–45); see also reviews (37,46)). Most of the re-
ported studies did not treat both electrostatics and solvent
effects rigorously, i.e. did not use explicit ion models, or did
not study the mesoscopic scale of DNA condensation. An
alternative to systematic bottom-up CG approach for mod-
elling DNA at mesoscale level is represented by recent work
by the de Pablo group using a top-down approach to fit
the model parameters to experimental data (DNA thermal
denaturation) (41,47). The DNA model combined with ex-
plicit ions was used in simulations of 4 kbp DNA packaging
in the presence of multivalent ions inside a virus capsid (48).

The DNA condensation to a hexagonally ordered phase
as well as DNA toroid formation, both induced by the pres-
ence of multivalent cations, are phenomena clearly intrinsic
to the DNA molecule and inherent in its physico-chemical
properties. We hypothesise that this behaviour can be pre-
dicted by a bottom-up approach that is based on state-
of-the-art all-atom molecular dynamics (MD) simulations,
which is followed by structure-based coarse-graining result-
ing in effective interaction potentials for the CG model
without further adjustable parameters.

Here, we perform systematic multiscale structure-based
CG simulations of DNA with explicit electrostatic interac-
tions included, starting from all-atom description going up
to mesoscale modelling of DNA. The CG model is sim-
ple enough yet captures the structure form of double he-
lix DNA and rigorously treats the electrostatic interactions.
The systematic coarse-graining follows the Inverse Monte
Carlo (IMC) approach to extract solvent mediated effective
CG potentials for all interactions in the system (49,50) from
structural properties of the underlying system. The model
is validated in CG simulations of DNA persistence length
as a function of monovalent salt demonstrating outstand-
ing performance. We show DNA condensation induced by
the three-valent CoHex3+ ion for short DNA duplexes re-
sulting in a bundled phase with hexagonal ordering. Fur-
thermore, adopting a second level ‘super coarse-grained’
(SCG) DNA beads-on-a-string model we show that this
approach remarkably predicts the hexagonally ordered liq-
uid crystalline-like phase of short DNA and toroid forma-
tion in hexagonal arrangement for kbp-size long DNA, giv-
ing mechanistic insight on the DNA condensation process.
In order to pave the ground for detailed analysis of the
compaction of DNA at mesoscale level in chromosomes,
it is necessary to develop similarly chemically informed
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bottom-up models for the amino acids modelling histone
proteins. Such models should have the predictive power to
be trusted in modelling biologically important phenomena
at mesoscale level for experimentally unexplored scenarios.
The present approach represents a first and successful step
in this direction.

MATERIALS AND METHODS

More details on computational methods and parameters
used in this work are given in the Supplementary Methods
section of the Supplementary Data (SD).

Hierarchy of DNA models

The hierarchical multiscale approach used here implements
systematic stepwise coarse-graining of DNA model from
the atomistic to a beads-on-string level as illustrated in Fig-
ure 1. Coarse-graining is performed at two spatial scales re-
sulting in three DNA models with different resolutions. Fig-
ure 1A illustrates the all-atom DNA model which includes
explicit water molecules and ions. In the CG DNA model
(Figure 1B), the DNA is modelled with five beads, repre-
senting a two-base pair unit of DNA (Figure 1D). There are
four types of bonds and three types of angles in the bonded
interaction terms (Figure 1D). We include explicit mobile
ions and charges of DNA phosphate groups while the sol-
vent is considered implicitly. As detailed below and in the
Supplementary Data, for the CG model we have performed
three different parameterisations at the CG level, based on
three different all-atom systems.

For the CG model, this results in a large number of inter-
actions parameterised, all of them calculated by the IMC
procedure except for long-range electrostatics. The exact
number of interactions depends on the composition of the
CG system. In summary, the CG model includes the fol-
lowing type of interactions: (i) bonded interactions between
DNA beads (see Figure 1D), (ii) angle interactions between
DNA beads (Figure 1D), (iii) intermolecular short-ranged
non-bonded terms between DNA beads, (iv) intermolecu-
lar short-ranged non-bonded terms between charged mo-
bile ions as well as between ions and DNA D/P beads,
(v) long-range electrostatic interactions, which are the same
in all systems and described by Coulombic interactions in
a dielectric continuum described by the dielectric permit-
tivity of water, (vi) short-range intramolecular interactions
within one DNA molecule (see details in the Supplementary
Methods). Supplementary Table S1 summarises all interac-
tion types for the three different CG parameterisations per-
formed (see details below and in the Supplementary Data).

The second level of coarse-graining results in a beads-
on-string type of model, called the super CG DNA (SCG)
model, which is shown in Figure 1C. Here, a single type of
uncharged beads (called ‘S’) represents three units of the
CG DNA model, corresponding to six DNA base pairs.
There is one bond and one angle potential as well as the
presence of non-bonded intermolecular and intramolecular
effective potentials between the S beads, which are parame-
terised by IMC. In the SCG model both solvent and electro-
static interactions are implicitly included into the effective
potentials (see details below).

It may also be noted that the geometry and topology of
the CG model preserves the DNA chirality. However, this
model would also be applicable to a left-handed helix, but
under the present conditions, the structure is constrained
to the initial right-handed form due to the large conversion
barrier. The DNA in the SCG model does not have chirality.

All-atom molecular dynamics simulations

Three different all-atom simulation corresponding to set-up
of the given all-atom system are set up. These correspond
to the three parameterisations made within the IMC proce-
dure (see details below).

First, we perform all-atom MD simulations of a single 40
bp DNA in the presence of 130 mM NaCl. This is used in
IMC parameterisations for validation of experimental be-
haviour of persistence length as a function of ionic strength.

Second, simulations in the presence of CoHex3+ ions,
which induces condensation of DNA to fibres are per-
formed. Here, three independent microsecond-long all-
atom MD simulations are performed with four 36 bp-long
DNA molecules (the sequences are given in the SD) in pres-
ence of water and ions as illustrated in Figure 2. The sys-
tem contains CoHex3+ ions corresponding to 1.5 times the
charge of the DNA. Additionally the system contains added
salt corresponding to 50 mM K+ and 35 mM Na+, with neu-
tralising amount of Cl− ions.

Third, a similar setup as case two above, but with the
CoHex3+ ions replaced by Mg2+ is made. This serves as
a control simulation performed to demonstrate absence of
DNA–DNA attraction and no DNA condensation in all-
atom and in CG simulations in the presence of Mg2+ as ob-
served in experiments.

The CHARMM27 force field is used in all simulations,
supplemented with Car-Parrinello MD (CPMD) optimised
CoHex3+ parameters obtained in our previous work (51).

Inverse Monte Carlo procedure

In both the CG and SCG DNA models, all effective inter-
action potentials are obtained in a systematic and rigor-
ous way using the IMC method (49,50). The potentials are
constructed to reproduce selected average structural prop-
erties of the fine-grained system such as radial distributions
functions (RDF) between non-bonded CG sites and bond
length and angle distributions for bonded sites. For the CG
DNA model, these are obtained by mapping the all-atom
MD trajectory from the four-DNA system to a correspond-
ing CG site representation. Thus, no empirical or adjustable
parameters are used in the CG DNA model and it rests
only on the parameters from all-atom CHARMM27 DNA
and ions as well as on the CPMD optimised parameters
for CoHex3+. The IMC-derived potentials are tabulated and
not prescribed by any specific functional form.

The topology of the CG DNA model (Figure 1B and
D) is similar to our previous CG DNA model (52,53). But
the current CG DNA model has all its interaction poten-
tials derived by the IMC method from the underlying atom-
istic simulations. The total number of bead types is nine:
four DNA beads (D, P, as well as terminal DT, PT), one
CoHex3+, one Mg2+, one K+, one Na+ and one Cl− bead.
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Figure 1. Hierarchy of DNA models. (A) The all-atom DNA model. (B) The first level of DNA coarse-graining with two bead types. (C) The SCG model
is built upon the CG model with one bead type. (D) The detailed presentation of the CG DNA model in (B). Bond interactions, D–P, P–P (backbone),
D–D and P–P (cross minor groove) are shown in grey. Angle interactions (P–D–P, P–P–P and D–D–D) are indicated by orange arrows.

Figure 2. Bundling of DNA in all-atom MD simulations in the presence of
CoHex3+. A snapshot shows formation of a bundle of the four 36 bp DNA
double helices (coloured blue, red, green and orange) in the cubic box of
15 nm size. Ions (140 CoHex3+, 140 K+, 95 Na+, 375 Cl−) are shown as
spheres and explicit water is displayed as blue surface.

The complete set of interaction parameters consists of 44
non-bonded terms, 4 bonded terms and 3 angle terms (see
details in Supplementary Data, Supplementary Table S1).
All effective interaction potentials are derived simultane-
ously, on the basis of atomistic simulation described in the
previous section, so that all correlations between different
interaction terms are taken into account. It can be noted
that the present DNA model is not parameterised for se-
quence specificity but such an extension is possible by treat-

ing each unique two-base pair step individually at the map-
ping stage (there being 10 unique steps).

The potentials for the SCG model are derived in the same
way as for the CG model using the IMC method. Trajec-
tories generated by MD simulation of the CG model are
mapped to the SCG representation. Then the RDF between
the ‘S’ sites, as well as bond and angle distributions are cal-
culated with the mapped SCG trajectories. The IMC proce-
dure is subsequently used to derive the potential.

It should be noted that in addition to the short-range
part of effective potential (which has cut-off range of 25 Å),
all charged sites are interacting by a Coulombic potential
(scaled by the dielectric constant). This means that beyond
the range of 25 Å, interactions are primarily electrostatic-
driven. These long-range interactions are treated using
Ewald summation or the Particle-Particle Particle Mesh
(PPPM) algorithm. The dielectric constant is set to 78.0. A
detailed discussion of this approach is given in (54).

Effective ionic potentials for the same interactions that
are obtained from different parameterisations are gener-
ally very similar (see below). However, our methodology is
structure-based, and it is therefore preferable to make sepa-
rate parameterisations for systems that display considerably
different structural features in experimental behaviour and
conditions.

In summary, we have performed three different IMC pa-
rameterisations at the CG level, based on three different
all-atom systems. At the SCG level, one IMC parameteri-
sation is performed based on the CG MD simulation with
CoHex3+. General information about simulations at all
three scale levels and their computational efficiency (CPU
usage time) is given in Supplementary Table S2 in the SD.
Supplementary Table S1 lists all the interaction potentials
that are calculated in the CG models for the three separate
parameterisations that have been performed. All tabulated
potentials are provided in the SD in an archive zip file.
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The IMC calculation is carried out with the MagiC soft-
ware v.3 (55) that is also used for bead-mapping, RDF cal-
culation, analysis and export of the resulting potentials.

Coarse-grained simulations

Following the extraction of effective CG potential with the
IMC method, we use these potentials to perform CG MD
simulations for a system comprising two hundred DNA
molecules and explicit ions to simulate DNA aggregation
in the presence of CoHex3+. The simulation box is con-
structed with 200 pieces of 100-bp DNA (50 CG-DNA
units) in a 150 × 150 × 150 nm3 simulation box contain-
ing 13 200 CoHex3+ ions (corresponding to a concentration
of 6.5 mM) in the presence of 10 mM K+ and 10 mM Na+

ions as well as neutralising Cl− ions. This simulation is used
for further coarse-graining to a ‘super-CG’ (SCG) DNA
model (Figure 1C) with another step of IMC. The derived
effective potentials for the SCG model enable us to simu-
late DNA condensation and phase separation at mesoscale
level. We perform simulations with the SCG model for two
systems. The first comprises 400 pieces of 96 bp DNA (rep-
resented by a chain of 16 S-beads) and the second system is
a single 10.2 kb-long DNA (1700 S-beads). Within the SCG
model, the electrostatic interactions are treated implicitly
since they are effectively included into the SCG effective po-
tentials. The simulations with the CG and SCG DNA mod-
els are conducted using the LAMMPS package (56) in the
NVT ensemble.

Persistence length calculation

To validate the CG DNA model we test its performance in
prediction of the salt dependence of the DNA persistence
length, Lp. We perform all-atom MD simulations of a single
40 bp DNA in the presence of physiological salt (130 mM
NaCl) (the first simulation in the section All-atom molecu-
lar dynamics simulation). Following that we make the map-
ping of this trajectory to the CG model and extract effec-
tive IMC potentials. To estimate the dependence of the per-
sistence length on ionic concentration, a 500 bp long CG
DNA is simulated in the range of NaCl salt concentrations
from 0.1 to 100 mM. Our simulation results are compared
with experimental data and with data from other simulation
studies.

The persistence length is calculated according to the for-
mula Lp = −Lc/(ln(<cos α>)). Here, Lc is the contour
length of the DNA fragment and <cos α > is the average
of the cosine of the angle between two adjacent DNA seg-
ments. The average is taken over the length of the simulation
and over the positions of the segments on DNA for the cor-
responding contour length. Then (ln(<cos α >) is plotted as
a function of Lc. Lp is estimated by determining the slope of
the plot, as done in our previous study (53). We do not de-
termine Lp in atomistic simulations, but in coarse-grained
simulations, where the length of DNA (500 bp) is longer
than the Kuhn segment.

Physically, the persistence length is defined by the DNA
local flexibility and by the long-range interactions which
have mostly electrostatic and excluded volume nature. The
DNA local flexibility is determined by the bonded interac-
tions of the CG model, which are well parametrised from

Figure 3. Dependence of DNA persistence length (Lp) on NaCl concen-
tration (I). Solid black circles are data of this work. Solid squares are ex-
perimental results: dark cyan (57), orange (58), dark magenta (59), red
(60), green (61), blue (62), magenta (63). Hollow circles are results from
other computer simulations with explicit ions: blue (41), green (64), red
(42). Shaded area is the spline approximation of the experimental data with
confidence level 0.99995.

the atomistic simulations of the 40 bp fragment. The long-
range interactions of the CG model consist of a short-range
part (within cut-off distance) representing excluded volume
and solvent-mediated interactions, which is parameterised
from the atomistic simulations, and the electrostatic part
which is not limited by distance but strictly treated in the
CG simulations by the PPPM method.

RESULTS AND DISCUSSION

Validation of the CG DNA model and the approach

First we validate the approach and the CG DNA model (de-
scribed above) against experimental persistence length data
as a function of monovalent salt concentration. We per-
form an all-atom MD simulation of a single 40 bp DNA in
the presence of physiological salt (130 mM NaCl). The all-
atom trajectory is run for 2 �s and demonstrates stability
of helical parameters and the elasticity of the DNA dou-
ble helix (data not shown). We then extract effective short-
range potentials (see Supplementary Methods for details).
Supplementary Figure S1 of the Supplementary Data (SD)
shows all the effective potentials. Following that, we pro-
ceed to run several CG simulations of a single 500 bp-long
DNA molecule in the presence of varying concentration of
monovalent salt in the range of 0.1–100 mM. Figure 3 com-
pares the dependence of persistence length as a function
of salt concentration with experimental data (57–63). We
include experimental persistence length data from several
sources as there is a large variation in these results depend-
ing on the method used and the procedure for analysing the
original measurements. Additionally, we also include val-
ues predicted by other CG DNA models with explicit ions,
obtained using bottom-up approaches based on underlying
all-atom MD simulations of single DNA oligonucleotides
(41,42,64). Considering the variation in experimental data,
the present model demonstrates excellent agreement with
experiments for three orders of magnitude variation in salt
concentration. However, the results of our model seem to



Nucleic Acids Research, 2019, Vol. 47, No. 11 5555

display somewhat lower Lp values as compared to experi-
ment, which implies that within this model, DNA may be
slightly more flexible than real DNA. In general, the per-
formance of our model is superior to other available ex-
plicit ion CG DNA models. This accurate prediction of
the effect of electrostatic interactions on DNA flexibility
lends confidence to the present approach. The result shows
that the model well represents both DNA intrinsic flexibility
and electrostatic interactions. A more detailed discussion of
DNA flexibility and persistence length prediction from the
CG model and how the DNA flexibility depends on choice
of underlying force field will be presented elsewhere (Min-
has et al., to be published).

DNA-DNA attraction in all-atom MD simulations

We perform all-atom MD simulations for a system with four
DNA molecules containing explicit ions (CoHex3+, Na+,
K+ and Cl−) and water. A snapshot of the system is shown
in Figure 2. Data from the three independent 1 �s-long sim-
ulations are subsequently used in the IMC procedure for ex-
traction of effective solvent mediated potentials for the CG
DNA model.

Similarly to the result of our previous work (51), the
system shows DNA–DNA attraction and aggregation of
DNA into fibre-like bundles induced by CoHex3+ (Figure
2). DNA fibres are formed across the periodic boundaries in
all three independent simulations (see Supplementary Fig-
ure S2A–C). The snapshots show some variability in the
character of DNA–DNA contacts over the periodic images.
In order to obtain rigorous RDFs it is important to anal-
yse an equilibrated ensemble. It is, however, clear that for
an all-atom MD simulation of a system of molecules of
this size with very strong electrostatic coupling, it cannot
be claimed that the system is fully equilibrated. This is the
reason why we averaged the RDF from three independent
runs. We believe that typical configurations of several lo-
cal minima sampled in independent simulations can capture
the most characteristic configurations of DNA and ions,
providing a realistic estimate of the intermolecular inter-
actions. Furthermore, the electrostatics is the main force
driving the large scale behaviour of polyelectrolytes such
as DNA, while the specific short-range interactions deter-
mine details (65). It is therefore not unreasonable to suggest
that these short-range specific interactions, which are deter-
mined by RDFs obtained from atomistic simulations can be
realistically reproduced by sampling configurations within
local energy minima. Since CG models generally present a
smoother free energy surface than their fine-grained coun-
terpart, more efficient sampling can be achieved in CG
MD simulations. It should, however, be noted that the con-
densed configurations may not represent the lowest free en-
ergy state, being constrained by the local minimum.

After extracting the effective potentials for the CG model,
longer CG MD simulations of the same system with four
DNA molecules, are performed (see more details in the next
section). A final snapshot from one CG-MD simulation of
this four DNA system is shown in the Supplementary Fig-
ure S2D. In the CG MD simulations, a straight fibre con-
figuration is easily reached. This result is stable and does
not vary in different simulations. This gives additional con-

fidence for the trust in the effective potentials obtained from
the all-atom MD simulation, in spite of the general problem
of sampling of the complete configuration space in the all-
atom simulations.

Coarse-grained DNA model with rigorous effective solvent
mediated potentials

Following the all-atom MD simulations of the system with
four DNA molecules in all-atom representation containing
explicit ions (CoHex3+, Na+, K+ and Cl−) and water as de-
scribed above, we proceed to extract the effective potentials
for the CG model. The trajectories generated by the three
atomistic MD simulations are mapped from the all-atom
to the CG DNA model. We use these for calculation of
RDFs and intramolecular (within DNA) distributions of
bond lengths and angles between the CG sites, with aver-
aging over all three independent trajectories. Selected ex-
amples of calculated RDFs and distribution functions are
shown in Figure 4A–C. Corresponding effective potentials
are plotted in Figure 4D–F. All RDFs and effective poten-
tials for the CG DNA model in the presence of CoHex3+

can be found in Supplementary Figure S3. All charged sites
interact by a Coulombic potential (scaled by the dielectric
constant) and treated by the Ewald summation. DNA inter-
acts by this potential beyond 25 Å, which is the cut-off used
only for the short-range part of the total potential. It is only
the short-ranged parameterised part of the potential that is
displayed in Figure 4. Supplementary Figure S4 illustrates
convergence in the IMC calculations.

We additionally performed a control all-atom MD sim-
ulation without the presence of CoHex3+ under conditions
that should not lead to DNA condensation. The CoHex3+

ions are replaced by the same number of Mg2+ ions (with
the corresponding decrease in number of Cl− counterions),
resulting in the absence of DNA condensation, which is in
agreement with the experimentally known fact that the di-
valent Mg2+ does not induce DNA condensation (1) (data
not shown). We follow the same modelling protocol as for
the case of CoHex3+ to derive effective potentials for this
control model.

It may be noted that the D–D RDFs in the Mg2+ and
CoHex3+ systems between the central beads of different
DNA molecules (Figure 4A) appear very different. How-
ever, the final effective potentials for the D–D pair from
both simulations (Figure 4D) have similar features. They are
both slightly attractive from ∼21 Å to the cut-off 25 Å. In
the distance range below 21 Å, both effective potentials are
repulsive. In the Mg2+ system, the RDF at distances <25
Å has low amplitude since different DNA fragments repel
each other due to electrostatic interactions. The presence of
Mg2+ counterions cannot overcome this repulsion. In the
more strongly coupled CoHex3+ system, the presence of the
trivalent counterions creates an overall attraction between
DNA segments that leads to DNA condensation. Therefore,
it is expected that similar D-D potentials result in different
D-D RDFs if different ions are present in the system.

Furthermore, the effective potentials for monovalent
ion–ion interactions obtained under different conditions
are virtually the same as illustrated in Figure 4F for the
case of the Na-Cl pair. In Figure 4C the corresponding
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Figure 4. Illustration of RDFs and corresponding effective potentials obtained by the IMC method. Selected RDFs (top row), effective potentials of the
CG model (middle row) and all RDFs and effective potentials of the SCG model (bottom row). In (A–F), three distributions and corresponding potentials
are presented: D–D non-bonded pair, P–P–P angle along backbone and Na–Cl non-bonded pair, from the systems with CoHex3+ (black) and Mg2+ (red)
ions. In (G–I), distributions and effective potentials of the SCG model are plotted together for the S–S non-bonded interaction (G), the S–S bond (H) and
the S–S–S angle (I).

Na–Cl RDF shows, however, a small but noticeable differ-
ence between the aggregating (CoHex3+-system) and non-
aggregating (Mg2+-system) simulations due to different av-
erage DNA–DNA distances. However, the final effective
potentials from both systems are identical (Figure 4F). We
attribute this to the fact that correlations between the differ-
ent interaction terms are well captured in the present model.
In fact, all ionic potentials for the same interaction types,
but extracted from different underlying all-atom MD sim-
ulations for the present CG DNA model, are indistinguish-
able or very similar. As a further illustration, Supplemen-
tary Figure S5 compares ionic potentials extracted from
three DNA all-atom MD simulations having different ionic
and different DNA compositions. This behaviour implies
good transferability of the derived potentials (see below for
further discussion).

DNA condensation in CG simulations

Having rigorously extracted effective potentials for the CG
DNA model on the basis of the all-atom simulations, we
next proceed to use them in large-scale simulations inves-

tigating DNA phase separation induced by the presence
of explicit CoHex3+ ions. The applied CG approach treats
long-range electrostatic interactions explicitly with the pres-
ence of all mobile ions in the system. The total solvent-
mediated interaction potential between all charged sites in
the system is a sum of a Coulombic potential scaled by the
dielectric permittivity of water (ε = 78), and a short-range
non-bonded interaction (shown in the figures, e.g. Figure 4)
within the cut-off distance, determined by the IMC proce-
dure. This treatment of the long-range electrostatic interac-
tions was validated in our previous work (54). Not only does
this lead to a rigorous description of the important electro-
static interactions, but also enables the CG model to be used
under varying ionic conditions. It is therefore possible to
run CG simulations for other ion compositions and concen-
trations without having to rerun atomistic simulations. This
means that in future studies, we can address salt dependent
effects within the CG model. It may be noted that the SCG
model (below) is not transferable as it does not include ex-
plicit ions. For other salt conditions, the effective potentials
in the SCG model would need to be recalculated. This can
be done within the CG model where we can easily change
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Figure 5. Illustration of DNA phase separation in CG simulations. (A)
Snapshots and short-range interaction energy profile from the CG DNA
simulation. Time points corresponding to each snapshot are indicated with
red circles on the energy curve. DNA molecules are drawn as gray tubes
following the path of the double helix; mobile ions are not shown. (B)
Comparison of the D–D RDF determined in the CG simulations with the
CoHex3+ (black), Mg2+ (red dashed) ions and with monovalent salt (blue).

the ion composition since all electrostatics is explicit, while
DNA-DNA potentials can, with a good confidence, be con-
sidered as independent of the salt content. So, this two-step
procedure is also practical if one wishes to generate SCG
models for different ion conditions.

After the significant reduction in the number of degrees
of freedom by the coarse-graining, we can easily simulate
DNA condensation in a box of size of 150 × 150 × 150
nm3 for extended time. This is 1000 times larger volume
compared to what is affordable for the all-atom MD sim-
ulations, which have used a box of 15 × 15 × 15 nm3. Here,
200 pieces of 100-bp CG DNA double helices are randomly
placed in the box together with CoHex3+, potassium and
sodium ions as well as the appropriate amount of chloride
ions.

Figure 5A displays the short-range energy of the CG
model as a function of time with representative snapshots
and illustrates that DNA aggregation and phase separa-

tion occurs gradually during the simulation. The DNA con-
densate particle gets larger, forming a single fibre-like par-
ticle at the end of the simulation. Interestingly, the DNA
molecules demonstrate short-ranged local order of hexago-
nal arrangement in the fibre bundle. This illustrates that the
almost universal hexagonal packing of condensed DNA is
intrinsically inherent in the chemical and physical proper-
ties of the DNA molecule as represented by the underlying
all-atom force field and preserved in the effective potentials.

The value of the shortest DNA–DNA distance is r =
22.5 Å, as it is exhibited by the first peak of the RDF in
Figure 5B. This is in reasonable agreement with experimen-
tal data. Our own observations (unpublished data) from X-
ray diffraction measurements of precipitated 177 bp DNA
molecules, display a single broad Bragg peak at q = 0.26
Å−1. This corresponds to a lateral DNA-DNA separation
in the range 24–27 Å (assuming hexagonal (r = 4π/q

√
3) or

lamellar (r = 2π/q) packing). A shorter separation observed
for bundled DNA in simulations compared to experiment is
likely due to the CHARMM force field presently used in the
underlying all-atom MD simulations (66).

To demonstrate the robustness of the CG DNA model,
we conduct another simulation where the CoHex3+ ions are
replaced by K+ and Na+ ions with equivalent amount of
charge, using potentials obtained from the IMC procedure
described above. The same CG box size and simulation pro-
tocol are adopted. The system exhibits no DNA condensa-
tion and the DNA-DNA interaction is repulsive as can be
seen from the D–D RDF plotted in Figure 5B (blue line).
In contrast to the system with CoHex3+, the amplitude of
the D–D RDF is low in value, suggesting a large distance
between DNA molecules. Additionally, Figure 5B displays
the D–D RDF (dashed red line) obtained from a CG sim-
ulation where the CoHex3+ ions are replaced by Mg2+ ions,
with all potentials obtained from the all-atom system com-
prising four DNA molecules and Mg2+ ions, as mentioned
above in relation to Figure 4D–F. In agreement with the ex-
perimental data (1), this system is repulsive and phase sepa-
ration does not occur. Hence, we can conclude that our CG
DNA model is robust and produces realistic DNA aggrega-
tion behaviour in large-scale simulations in agreement with
experiment.

The result illustrated in Figure 5B also lends support for
the transferability of the effective ionic potentials obtained
with the present approach. The CG simulation resulting in
the repulsive D–D RDF (red line in Figure 5B) is performed
for a system with 200 DNA molecules of 100 bp length con-
taining only monovalent ions. In such a system the expected
macroscopic behaviour is that DNA condensation should
not occur. However, the effective ionic potentials used in
the CG simulation resulting in this non-aggregating system
are obtained from an all-atom MD simulation containing
CoHex3+ ions that displays aggregation and bundling at all-
atom level (Figure 2). As a further test of the transferability
of the ionic potentials, we compare effective potentials for
all monovalent ion interactions obtained by the IMC pro-
cedure from two different underlying all-atom MD simula-
tions, displayed and discussed in Supplementary Figure S5.
An additional test of transferability is illustrated in Supple-
mentary Figure S6.
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Mesoscopic-scale simulations of DNA hexagonal phase sep-
aration

To investigate DNA phase separation at the mesoscopic
level we perform one more step of coarse-graining, con-
structing the super coarse-grained (SCG) model. The ex-
cellent behaviour of the CG DNA model allows us to con-
fidently build a DNA model with even lower resolution and
better performance in terms of simulated time scale. The
ions, as well as all electrostatic interactions are treated im-
plicitly by the effective potentials. RDFs and effective po-
tentials comprising the SCG DNA model are illustrated in
Figure 4G–I. Due to the simplicity of the model there is no
significant correlation among the three interaction terms;
the bond and angle potential minima are at the same posi-
tion as the maxima in the corresponding respective distribu-
tions. These two terms may in principle be modelled by sim-
ple harmonic functions. On the other hand, the non-bonded
interaction term cannot be directly fitted by conventional
functions, such as a Lennard–Jones or Debye–Hückel po-
tentials. Specifically, although there is a dominant minimum
at 23 Å in the non-bonded effective potential, which might
be mimicked by a Lennard–Jones potential, the long-range
behaviour of the IMC-computed potential is different, with
a positive maximum at 35 Å followed by two relatively small
minima at about 44 Å and 65 Å. Hence, the final effec-
tive potential contains interaction features that preserve the
characteristics of the underlying fine-grained CG simula-
tion as well as the all-atom MD simulation. The present
systematic hierarchical multiscale modelling approach can
thus preserve more detailed information even with a DNA
representation as simple as beads-on-a-string.

The resulting SCG DNA model is used in mesoscale sim-
ulations of DNA phase separation for two types of systems.
First, 400 relatively short DNA molecules, each one equiv-
alent to 96 bp, are randomly placed in a 150 × 150 × 150
nm3 box. At the end of this simulation, DNA condense
into large particles consisting of >100 DNA molecules as
illustrated in Figure 6A. Noticeably, inside these aggregates,
DNA molecules are arranged in such a way that the hexag-
onal structure can be seen from the cross-section of the par-
ticle (illustrated in the cross-section view in Figure 6B), in
agreement with experimental data obtained for short DNA
molecules in the presence of the trivalent cations, CoHex3+

and spermidine3+ (18,19).
Secondly, we perform simulations for a single 10.2 kb

long DNA molecule with the SCG DNA model. The sim-
ulations start from a fully extended DNA conformation.
After a short relaxation at the beginning, a loop or a bun-
dle can form at either end of the DNA (see Supplementary
Movie S1). The top snapshot in Figure 6C shows the DNA
conformation after such a loop formation. Subsequently,
the loop and bundle play the role of nucleation sites, at-
tracting more DNA beads to form a toroid that grows in
size (see Supplementary Movie S2). Towards the end of the
simulation, the whole DNA molecule is condensed into one
toroidal particle (see Supplementary Movie S3). The non-
bonded interaction energy decreases as the toroid grows in
size, illustrated by the energy profile in Figure 6C. Remark-
ably, as can be seen in Figure 6D, the cross section of the
toroid shows that DNA is organised in well-defined hexag-

onal arrangement. These structural features are consistent
with the reported electron microscopy studies (6).

Analysis of multiple simulations of single 10.2 kb long
DNA molecules reveals that toroids are mainly formed in
two ways. The first scenario suggests that a single loop
at one end initiates the toroid formation, while the other
end may eventually form a fibre that subsequently joins
the toroid at the end of the simulation (see Supplementary
movies S1–S3). Secondly, a loop may get formed at each
end in the beginning of the simulation with the simulta-
neous growth of two toroids that eventually join together
(exemplified in Supplementary movie S4). An interesting
feature of DNA toroid formation and size increase, is the
sliding motion between contacting DNA segments. DNA
toroids can adjust their conformation through this motion
simultaneously with the growth due to rolling and attract-
ing more DNA fragments. It should be noted that not only
toroids are formed, but the final condensed structure can
be fibre-like, which has also been observed in EM exper-
iments (22). In the simulations, the toroid shape is, how-
ever, somewhat more frequently occurring. We also simu-
late a lambda-DNA size single DNA molecules (48 kb) that
also form toroids by the mechanism with nucleation loops
at both ends (data not shown).

Next we perform an analysis of the mechanism of DNA
condensation that results in toroid or fibre bundle forma-
tion. We pay specific attention to the pathways and the ini-
tial events during DNA condensation that leads to forma-
tion of the major final states of toroid or fibre-like mor-
phologies. To this end we perform 67 independent SCG sim-
ulations of the 10.2 kbp DNA (having same initial coordi-
nates but with different starting velocities). Although the
mechanism of DNA condensation to either toroid or fibre
is complex and stochastic, it is possible to identify several
intermediate states as well as transitions between them. The
formation of either toroid or fibre can be divided into two
stages. The first stage can be characterised as nucleation.
The second stage includes the growth of the nucleation site
that occurs by pulling in more and more DNA chains, and
by the sliding mechanism mentioned above. Figure 7 sum-
marises the early event intermediate states and transitions
between them. Supplementary Table S3 gives a description
of those frequent initial transient structures. In the first few
nanoseconds of each simulation, several transient states can
be observed, such as state b and state k in the figure. These
are usually simple structures with short lifetimes. As the
simulation proceeds, more stable structures can be formed,
for example, bundles consisting of three DNA chains (state
c in the figure) and the double DNA chain loop (state g).
Based on these more stable structures, the ‘growth’ mecha-
nism can be effective with the remaining part of the DNA
chain being pulled in to form larger and more stable struc-
tures.

In the early stage of the simulation, fibre-like structures
and toroid-like structures can convert between each other.
These structures are usually no more than three DNA
chains thick. Hence, the energy barrier involved in these
transitions should not be prohibitive. For example, a three
DNA chain bundle (state c) can convert to a single DNA
chain loop (state h) to form a toroid-like structure (state i).
On the other hand, this toroid-like structure (state i) is soft
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Figure 6. DNA aggregation and toroid formation simulated by the SCG DNA model. (A) Final configuration of DNA aggregation in a simulation with 400
DNA molecules. (B) Cross-section of one of the DNA condensed particle shown in (A). (C, D) Formation of toroidal structure in the SCG simulations of a
10.2 kb DNA. (C) Energy profile and snapshots (normalised per DNA base pair) from one of the simulations. (D) Structure of the DNA toroid. Cartoon on
the right-hand side shows cross-section through the toroid where the red dots illustrate DNA double helices near the cutting plane. The zoom-in illustrated
in (B) and (D) show the DNA packing within the aggregates with green lines highlighting hexagonal arrangement of the DNA molecules.

Figure 7. Pathways and intermediate states during formation of DNA toroid and fibre. The structural features of each state are described in more details
in Supplementary Table S3. Arrows indicate the transition directions among the states, as observed in the SCG simulations.
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enough, so that it can go to a bundle (state d) just by clos-
ing the hole in the middle. These transitions between fibre-
like and toroid-like states rarely happen in the subsequent
stages of the simulation when more DNA chains become
condensed.

We measure the dimensions of toroids formed by the
10 kb DNA in multiple simulations shown in Supplemen-
tary Figure S7. The details of the calculations are given in
Supplementary Figure S8. In brief, the projected toroid den-
sity map was measured using two circles, one to fit the outer
perimeter of the toroid and one to fit the hole. The toroid
diameter is an arithmetic average of the diameters of the
two circles. Toroid thickness is the difference of the radii of
the two circles (see Supplementary Figure S7). The average
thickness of the toroid is about 12 nm, which is smaller than
in experiments with 3 kbp DNA (∼25 nm) (22). Similarly,
the observed diameter (∼22 nm) and hole diameters (∼10
nm) are also smaller than the dimensions observed in the
experiments (22). These values are reasonable given the dif-
ferences between experiments and simulations. The reason
for smaller diameter and thickness obtained in simulations
comparing to the experiments, might be due to the fact that
the simulations contain only a single DNA molecule. Ex-
perimentally the toroids formed from DNA of sizes below
50 kb contain several DNA molecules that leads to larger
and thicker toroids (22). On the other hand, the diameter
of the hole is expected to depend on nucleation loop size
mechanism of toroid formation (22) and on the DNA bend-
ing properties as well as on effective DNA–DNA attraction.
The small hole diameter observed in the simulations is most
certainly caused by the intrinsic properties of the underly-
ing force field, which compared to real DNA may represent
a mechanically more flexible DNA with stronger attrac-
tion leading to shorter DNA–DNA distances and tighter
packing in the toroid. The fact that toroid dimensions are
strongly affected by electrostatic interactions between DNA
molecules was earlier shown by Hud and co-workers (21),
who demonstrated a pronounced dependence of toroid di-
ameter and thickness on ionic conditions.

CONCLUSIONS

In conclusion, we have used a rigorous hierarchical mul-
tiscale simulation scheme, which enables simulation of
DNA condensation at mesoscale levels. The phenomenon
of DNA condensation induced by multivalent ions is
clearly inherent in the chemical properties of the DNA
molecule. Inspired by this fact, we reasoned that a chem-
ically based starting point, using state-of-the-art molecu-
lar force fields for all-atom MD simulations, followed by
systematic coarse-graining, and using the IMC approach
to extract solvent mediated effective CG potentials, would
preserve those features of DNA in the CG models. Indeed,
DNA condensation induced by the three-valent cobalt(III)-
hexammine ions was demonstrated in large-scale simula-
tions of hundreds of DNA molecules, which exhibited cor-
rect experimental structural features. We used a hierarchical
approach where the CG model was further coarse-grained
to a ‘super CG’ model. Simulations at mesoscale level (10.2
kb DNA) demonstrated toroid formation into hexagonally
packed DNA, with reasonable dimensions in qualitative

agreement with experimental observations. These results
were obtained without any other underlying assumptions
except for the all-atom force field and the DNA topology
model adopted in the CG simulations and used no ad-
justable parameters.

The present parameterisation of the CG DNA model is
not sequence specific, although this can in principle be in-
troduced at the two-bp step level in the mapping of the
all atom simulations. This would however, considerably in-
crease the dimensionality of the CG as all 10 possible
unique two-bp steps would have to be parameterised indi-
vidually and described by separate effective potentials in the
IMC procedure. Here we consider a general DNA sequence
with mixed AT/GC content close to 50% in the 4-DNA all-
atom simulations and 42% GC in the single DNA all-atom
simulations. We compare with generic experiments on salt
dependence of DNA persistence length and DNA conden-
sation where DNA sequence specificity has generally not
been considered. Hence, this approximation is justified. But
it should be mentioned that various DNA breathing and
bubbling events (bp unpairing) can happen and are allowed
in the all-atom simulations and will then be translated to
the effective potentials, which in turn means such events are
taken into account in the CG model in an average way and
would affect the persistence length. Based on our analysis,
the frequency of these are force field dependent but effects
on the persistence length are minor (Minhas et al., to be
published).

In the present work, we used all-atom MD simulations
based on the CHARMM27 force field. However, we re-
cently demonstrated similar behaviour in all-atom simula-
tions that showed DNA-DNA attraction and bundling us-
ing both CHARMM36 and AMBER parameters (51). It
should furthermore be of interest to investigate how the
mesoscale simulation results depend on the CG topology
comparing different CG DNA models, which include DNA
sequence specificity (37,47). It may be noted that the present
CG DNA model is not sequence specific, but such an exten-
sion can be implemented in our model (53).

The present successful approach lends support for devel-
oping CG models for more complicated systems exhibit-
ing DNA compaction at mesoscale level such as chromatin
and individual chromosomes. Such models will help under-
standing the compaction behaviour of chromatin as a func-
tion of various variables known to regulate genome com-
paction such as histone tail modifications that change elec-
trostatic interactions. Multiscale modelling of nucleosomes
and chromatin fibres, following the present approach re-
quires development of a corresponding CG model describ-
ing histones and their interactions. The model shall take
into account important hydrophobic and hydrogen bond-
ing effects, which can be difficult to describe within such CG
models and that may require the combination with trained
top-down approaches for parameterisation. Hence, this is
still a major step to be accomplished but our present work
along those lines shows that such an extension may be feasi-
ble (A. Mirzoev et al., unpublished). Finally, in order to rig-
orously evaluate the time dynamics in the mesoscale simula-
tions, generalised Langevin dynamics with friction param-
eters extracted from underlying detailed simulations can be
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performed, which enables the study of time-dependent con-
densation behaviour (67,68).
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