
I. Introduction

Lung cancer is the leading cause of death due to malig-
nancy in most countries, with more than 1.3 million deaths 
estimated worldwide and 160,000 deaths estimated in the 
United States annually for both men and women [1]. More-
over, the death toll due to lung cancer is higher than the 
total number of deaths due to prostate, breast, and colorectal 
cancer, which have higher incidences than lung cancer. The 
high rate of death for lung cancer patients is due to the late 
diagnosis of more than 75% of patients with advanced lung 
cancer, in which curative treatment is impossible. Therefore, 
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the development of a cancer marker capable of detecting 
cancer in its early stage is urgently required to improve the 
treatment and prognosis of lung cancer patients [2]. 
	 A ground-glass nodule (GGN) is defined as a nodule that 
has an internal density without obscuring the underlying 
pulmonary vessels within the nodule. The presence of GGNs 
in computed tomography (CT) scans often leads to more 
diagnostic evaluations, including lung biopsies [3]. Although 
GGNs are non-specific findings in general, persistent GGNs 
on CT scans raise the possibility of a typical adenomatous 
hyperplasia (AAH), bronchioloalveolar cell carcinoma 
(BAC), adenocarcinoma, and focal interstitial fibrosis with 
chronic inflammation (FIF). AAH is defined as a lesion with 
a well-defined boundary produced by the proliferation of 
monotonous, minimally atypical columnar epithelial cells 
along alveoli and respiratory bronchioles. BAC is defined 
as adenocarcinoma with a pure bronchioloalveolar growth 
pattern and no evidence of stromal, vascular, or pleural inva-
sion [4]. AAH and localized BAC are usually manifested by 
a pure GGN, whereas more advanced adenocarcinoma may 
include a larger solid component within the region of the 
GGN [5].
	 The areas of GGNs or disappearing areas on mediastinal 
window images in lung adenocarcinomas in thin-section CT 
scans correspond to the areas of the BAC component on his-
topathological examination [6]. 
	 The possibility of lung cancer needs to be considered if GGN 
persists over follow-ups. Pure GGNs that are larger than 10 
mm in size should be assumed as BAC or invasive adenocar-
cinoma if they persist for at least 3 months. Part-solid GGNs 
having an internal solid component have been reported to 
have a much higher cancer probability, and they are presumed 
to be malignant, which justifies surgical resection [7]. 
	 In clinical practice, the detection and characterization of 
GGNs is solely based on subjective assessment by experts. 
However, the detection of faint abnormal regions, such 
as GGNs, can be very difficult and time-consuming since 
GGNs are usually small and show contrast with the sur-
rounding lung parenchyma. 
	 To overcome these limitations, various efforts have been 
made in the development of computer-aided diagnosis 
(CAD) systems for detecting GGN regions in CT images 
[8,9]. Currently, the typical performance of CAD schemes in 
thick-section CT is a sensitivity of approximately 80%–90% 
with 1–2 false positives per section, which translates into 
tens of false positives per CT scan [10]. In addition to GGN 
detection, the recognition of lesion growth in a follow-up of 
GGN is also an important factor in determining time for the 

accurate diagnosis of lung cancers manifesting as GGNs and 
their corresponding prompt treatment. 
	 Since the measurement of lesions is based on visual inspec-
tion, this can lead to a considerable amount of error; thus, 
computerized quantification, which is more reproducible, is 
expected to be a promising measurement of lesion growth 
over time.
	 Most research related to CAD systems has been essentially 
based on various image processing techniques, such as geo-
metrical modeling, clustering, spatial filtering, etc. [11,12].
	 For example, Zhou et al. [13] proposed a new algorithm 
that detects GGN regions using the boosted K-nearest neigh-
bor (K-NN) technique and segments them automatically 
using a three-dimensional (3D) texture likelihood map. As a 
test result from 200 volume samples, their method achieved 
an average error rate of 3.7% from the boosted K-NN classi-
fier. All regions with one false positive region were detected 
accurately from a volume data with 10 GGN regions. In this 
study, the assessment of detection performance was con-
ducted, but there was no quantitative evaluation of accuracy 
regarding image segmentation. Kim et al. [14] also proposed 
a new algorithm for detecting and segmenting GGNs, which 
combined statistical features and artificial neural networks 
(ANNs). A test result from 31 CT cases showed a sensitivity 
of about 82% and a scan per FP rate of 1.07, respectively.
	 As a similar approach, Bastawrous et al. [15] extracted 
features using the Gabor filter, followed by classifications us-
ing ANNs and a template matching algorithm. In the case of 
ANN, they achieved a sensitivity of 84% and a FP rate of 0.25, 
while the case of template matching showed a sensitivity of 
92% and an FP rate of 0.76, respectively. However, their ap-
proach needs an extra step of region-of-interest (ROI) set-
ting for each slice in advance, and preprocessing is very time 
consuming.
	 Ikeda et al. performed research on the analysis of CT num-
bers to discriminant AAH, BAC, and adenocarcinoma on 
CT scans, and to determine optimal cutoff CT number val-
ues [16]. In this research, the discrimination between AAH 
and BAC showed high values, with a sensitivity of 0.90 and a 
specificity of 0.81, respectively. Although they also reported 
that CT numbers can be used as effective parameters in the 
case regarding the discrimination between BAC and adeno-
carcinomas, the discrimination between BAC and adenocar-
cinoma achieved relatively low values, with a sensitivity of 
0.75 and a specificity of 0.81, respectively. In addition, their 
method is very time consuming for the acquisition of related 
information on 3D volume data. 
	 Most of these CAD schemes exclude the segmentation of 
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GGNs and focus on the detection of nodules only. However, 
in the computer-based detection of lung nodules, such as 
GGNs, to obtain high accuracy, it is important to use effec-
tive image segmentation methods during the major steps of 
the detection scheme; if clinicians try to perform a postop-
erative follow-up study for predicting the prognosis of lung 
cancer, the accurate segmentation of lesions should be car-
ried out prior to the extraction and analysis of CAD features. 
	 Therefore, in this study, we evaluated their suitability in 
CAD systems through a comparative study of GGN segmen-
tation results for CT scans obtained by manual segmentation 
and semi-automatic segmentation methods (i.e. level-set-
based active contour model, localized region-based active 
contour model, seeded region growing, K-means, and fuzzy 
C-means clustering).
	 The remained of this paper is organized as follows. Section 
II describes the research along with the details of how the 
images used in the experiment and methods were obtained. 
Section III presents the study results from the application 
of methods to the actual clinical data. Finally, Section IV 
evaluates the results of the study and suggests a direction for 
further studies.

II. Methods

Figure 1 describes the detailed three-step approach adopted 
in this research, related to the segmentation and evaluation 
of its results.
	 First, we performed image acquisition and preprocessing 
steps. Then, we segmented the clinical test image data with 
five types of semi-automatic segmentation methods. Finally, 
for quantitative evaluation, we calculated indices in diverse 
forms from statistical analysis.

1. CT Scanning
Axial lung CT scans were obtained from two CT scanners 
in the Department of Radiology, Seoul National University 
Hospital: Sensation-16, Somatom Plus 4 (Siemens Medi-
cal Systems, Erlangen, Germany), LightSpeed Ultra, and 
HiSpeed Advantage (GE Medical Systems, Milwaukee, WI, 
USA). More detailed scanning parameters are summarized 

as follows. The tube voltage was 120 kVp, and the X-ray tube 
currents were in the range of 100–200 mA. Slice thicknesses 
were 1.0–1.25 mm. The image resolution and size were 1.467 
pixels per mm and 0.68 × 0.6 mm, respectively. The size of 
each scan was 512 × 512 with 12 bits per pixel. We obtained 
a total of four data sets, which consisted of about 15–40 
slices, and we used a total 40 images containing nodules, 
which were randomly selected for testing the segmentation 
methods. Clinical and radiologic diagnoses were made by 
two experienced radiologists.

2. Preprocessing 
As a preprocessing step, we adjusted the window width 
(WW) and the window level (WL) of the CT scans. Through 
preliminary studies, we considered the WW of 1,500 Houn-
sfield units (HU) and a WL of –700 HU as the optimal cutoff 
values for our test data. Through many experiments, we 
determined the optimal setting values for image contrast in 
GGN segmentation. Thus, we applied these values to each 
slice to improve the image contrast, and the resulting images 
were used for image segmentation in the next step. Then, 
we applied a bilateral filter, which can preserve edges, while 
unwanted image artifacts, such as noise, are smoothed or re-
moved effectively, to each slice [17,18].

3. Manual Segmentation
Two radiologists identified GGN regions through visual 
inspection of the CT scans, and the ‘ground truth’ was ob-
tained by assuming that a pixel belonged to a nodule if it was 
included in the two manual segmented regions drawn by 
them. The inter-observer variability associated with manual 
segmentation is quantified by the coefficient of variation. 
	 Manual ROI segmentation was performed by using open-
source image processing and analysis software ImageJ (Na-
tional Institute of Health, Bethesda, MD, USA). An initial 
investigation was conducted to select a fixed ROI size. The 
minimum and maximum sizes of the rectangular ROIs were 
12 × 12 and 35 × 35 pixels, respectively. Finally, we selected 
40 × 40 pixel as our optimal size, which covered all ranges.
	 Segmented ROI images were used for a comparative study 
with the resulting images of the semi-automatic segmenta-

Image
acquisition

Pre-processing Segmentation
Statistical
analysis

Evaluation

Figure 1. ‌�Overall procedure of the 
study.
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tion following binarization.

4. Semi-automatic Segmentation
As previously mentioned, in this study, we used five types 
of semi-automatic image segmentation methods, and the 
results obtained by these methods were compared to the re-
sults obtained by manual segmentation in the previous step. 
These methods are summarized as follows.

1) Seeded region growing (SRG)
SRG, a representative image segmentation method, is widely 
used in medical-image-related research. This method pro-
gressively groups neighborhood pixels that have similar 
intensity from a user-defined initial seed point and merged 
regions. This process is performed iteratively until all pixels 
are included within each region according to the merging 
rules.

2) Level-set based active contour model
Traditional active contour models can be classified into para-
metric models and geometric models according to the types 
of representation or implementation. The geometric model, 
introduced by Caselles et al. [19], is based on the curve evo-
lution theory and level-set method. However, these tradi-
tional methods have several limitations. Energy is not intrin-
sic because it is highly dependent on the parameterization of 
the curve, and it is not related to the geometry of objects.
	 To avoid the inherent limitations of the traditional active 
contour model, alternative methods have been reported, 
including level-set-based methods [20,21]. Again, level-set 
methods can be classified into the active contour with edge 
approach and the active contour without edge approach. 
The major advantage of the level-set method is that it is pos-
sible to segment objects with complicated shapes and deal 
with topological variations, such as image segmentation and 
merging, suggestively. The basic steps of the level-set-based 
active contour model are summarized as follows. 
   • ‌�Instead of manipulating the contour directly, the contour 

is embedded as the zero level-set of the function, called 
the level-set function φ(x, t).

   • ‌�The surface intersects the image at the location of the 
curve. As the curve is at height 0, it is called the zero 
level-set of the surface.

   • ‌�The higher dimensional level-set function is then evolved 
under the control of a partial differential equation (PDE) 
instead of the original curve. 

   • ‌�The zero level-set remains identified with the curve dur-
ing evolution of the surface. At any time, the evolving 

contour can be obtained by extracting the zero level set 
φ(x, t) = 0 from the output.

	 Recently, Li et al. [22] proposed a new variation formula-
tion for geometric active contours that forces the level set 
functions to be close to a signed distance function; therefore, 
it completely eliminates the cost of the re-initialization pro-
cedure. In this study, we also used their approach to improve 
segmentation performance.

3) Localized region-based active contour model
In 2008, Lankton and Tannenbaum [23] proposed the local-
ized region-based active contour model. This method uses 
region parameters by which the foreground and background 
of an image are described in terms of small local regions. To 
optimize the local energy, each point on a contour is con-
sidered independently and moves to minimize the energy 
computed in its own local region. These local energies are 
then computed by splitting the local neighborhoods into lo-
cal interior and exterior regions by evolving the curve. The 
energy is defined as

E(φ)=∫Ωxδϕ(x)∫ΩyB(x,y)·F(I(y),ϕ(y))dxdy+λ∫Ωxδϕ(x)ǁ ϕ(x)ǁdx. 	(1)

	 A parameter λ represents the weighting smooth terms, 
which are used to keep the curve smooth. Here, B(x,y) with 
radius γ is used to mask local regions (i.e., local interior and 
exterior). A trade-off between speed of convergence and lo-
cal radius size is required. Radius sizes that are too big or too 
small may lead to incorrect segmentation. For consistency, 
we chose λ = 0.15 and γ = 10 in all cases. 
	 Although this method is unable to trace parts with deep 
concavity, it shows superiority in localizing regional infor-
mation, which is an ability to handle heterogeneous textures. 
Recently, several studies related to the segmentation of thy-
roid nodules based on this method have been reported [24]. 

4) Clustering-based segmentation
As two other approaches for GGN segmentation, clustering-
based methods, K-means and fuzzy C-means clustering are 
used [25]. 
	 The K-means clustering algorithm binds the given data 
groups to a user-defined K number of clusters, and it mini-
mizes variations for the differences with each cluster. This 
algorithm is also widely used for image segmentation.
	 The fuzzy C-means clustering algorithm divides the set Χ = 
{χ1, χ2, χ3,… χn}, consisting of a finite number of elements, 
into c fuzzy clusters according to the rules. Given the finite 
data set, the algorithm returns the list of centers V of clusters 
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c, and the partition matrix U like formulae (2) and (3):

	 V = v_i,	 i = 1, 2, …, c,	 (2)
	 U = u_ij,	 i = 1, 2, …, c,	 j = 1, 2, …, n,	 (3)

where u_ij is a numerical value with the range of values [0, 1], 
representing a degree of membership that a certain element 
xj belongs to the i-th cluster. The basic procedure of this al-
gorithm is summarized as follows: 
   • ‌�Select a number of clusters c (2 ≤ c ≤ n), coefficient 

weights μ (1 ≤ μ ≤ ∞), initial partition matrix U0, and a 
stop condition є.

   • ‌�Calculate the center of the fuzzy cluster {v_i1 | i = 1, 2, …, 
c} using U1.

   • ‌�Calculate a new partition matrix U1 + 1 by using {v_i1 | i 
= 1, 2, …, c}.

   • ‌�Calculate a new partition matrix ∆ =∥U1 + 1 + U1∥= 
max_ij|u_ij1+1–u_ij1|. Sets U1 equals U1+1. If ∆ > є, go to 
step 2. If not (∆ ≤ є), stop the processing.

As we can see above, similar to K-means clustering, fuzzy C-
means clustering also divides clusters using the distance of 
data sets. However, unlike K-means clustering, it represents 
the degree of membership for each cluster as a partition 
matrix of real numbers, not the information that data enti-
ties belong to each cluster. Furthermore, it also sets an initial 
center of clusters in the middle of the overall data distribu-
tion using the initial partition matrix, which is constructed 
arbitrarily when the initial center is set. In other words, it 
has the merit of having accurate results because it provides 
the global optima when initialization errors occur.

5) Evaluation of accuracy
To evaluate the accuracy of GGN segmentation quantita-
tively, we calculated the Dice coefficients among regions 
obtained manually and by the five types of semi-automatic 

methods. The metric measures the similarity of two regions 
and ranges from 0 for regions that are disjointed to 1 for re-
gions that are identical [26]. The Dice coefficient is defined 
as 

   	 D = 2×|X∩Y|/(|X|+|Y|),	 (4)

where X and Y represent two segmented regions. 
	 As another objective evaluation index, to evaluate how 
well we distinguish between object regions and non-object 
regions, we performed the receiver operating characteristics 
(ROC) analysis and calculated the AUC values, which rep-
resent an area under the ROC curve [27]. Generally, AUC 
values range from 0.5 to 1.0 if the result of segmentation is 
correct. In particular, if the values are over 0.8, this indicates 
that they offer superior accuracy. The ROC analysis was 
performed using the SPSS ver. 12.0 (SPSS Inc., Chicago, IL, 
USA) software package.

III. Results

Implementation and performance evaluation were per-
formed on two PCs: one PC with an Intel i7 processor and a 
NVIDIA Quadro 2000 graphic card and another PC with an 
Intel i7 processor and a NVIDIA GTX460 graphic card. In 
addition, our image segmentation software was implemented 
using the MATLAB 6.5 R13 SP1 (MathWorks Inc., Natick, 
MA, USA). 

1. The Result of Manual Segmentation (ROI Images)
The inter-observer variability quantified by the coefficient of 
variation was found to range from 0.6% to 24.2% (average, 
10.7%), indicating the subjectivity affecting the expert’s seg-
mentation. 
	 Figure 2 shows an example image for manual segmenta-

A B

Figure 2. ‌�Two examples of manual 
segmentation in axial 1 
mm section CT (computed 
tomography) images: (A) CT 
scan of a 64 year-old man 
and (B) another CT scan of 
a 70 year-old woman. All 
scans were magnified for 
the purpose of visualization.
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tion, which was used for quantitative evaluation. We saved 
the result of the manual ROI drawings as specific files and 
loaded them on the developed software.
	 The results of manual segmentation were used to evaluate 
the accuracy of the semiautomatic segmentation methods. 
Figures 3 and 4 present examples of segmented GGN re-
gions, which were obtained by the five types of semi-auto-
matic segmentation methods, respectively.
	 In case of Figures 3F and 4F, they represent overlay images 
of boundaries regarding the segmented objects with differ-
ent colors. In these cases, we can confirm that the results of 
the level-set-based active contour model are most similar to 
the results of manual segmentation. After binarization, each 
segmented object was used to calculate the Dice coefficient 
in the quantitative evaluation step.

2. The Result of Similarity Calculation
To evaluate the accuracy of segmentation with a more objec-
tive and quantitative index, we measured image similarity. 
Table 1 shows the measurement results. In this test, we cal-

culated the Dice coefficient among the results of the manual 
and semi-automatic segmentation.
	 The average Dice coefficient for the methods were 0.8080 
for the level-set-based active contour model, 0.8001 for the 
localized region-based active contour model, 0.6290 for 
seeded region growing, 0.7953 for K-means clustering, and 
0.7999 for the fuzzy C-means clustering, respectively. Con-
sequently, the best result was achieved by the level-set-based 
active contour model with a maximum Dice coefficient of 
0.9251.
	 Figure 5 presents the result of the ROC analysis for each 
image segmentation method. We set the level of significance 
to 95%. The results demonstrate that the level-set-based ac-
tive contour model achieved the best accuracy.
	 Table 2 shows the result of the AUC analysis, and the best 
result was also achieved by the level-set-based active contour 
model with 0.943.
	 Therefore, of the five methods considered, we found that 
this method achieved the results that were closest to those 
obtained by manual segmentation for GGN regions. In the 

A B C

D E F

Figure 3. ‌�An example of evaluation for segmentation accuracy with the result of manual segmentation (red contour) #1. (A) Seeded 
region growing (SRG, black), (B) K-means clustering (KMN, yellow), (C) fuzzy C-means clustering (FCM, white), (D) level-set 
based active contour model (Level-set based ACM, green), (E) localized region-based active contour model (Localized ACM, 
blue), and (F) overall comparison of accuracy for each method with boundary overlay.
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case of SRG, on the other hand, we found that it has some 
discriminant power, but it is difficult to apply to practical tri-
als with the lowest accuracy (AUC = 0.792) values.

IV. Discussion

GGN is a nonspecific finding that may be caused by various 
disorders. When GGNs are persistent over follow-ups, the 
probability of lung cancer can be substantially high. Nakata 

et al. [3] reported that 79.1% of persistent GGNs were lung 
cancer, which were pathologically proven to be BAC (53.5%), 
adenocarcinoma with mixed bronchioloalveolar carcinoma 
components (25.6%), respectively. Moreover, the malignancy 
rate of GGN lesions was approximately 93% when the lesions 
contained a solid component. 
	 In a similar study, Kim et al. [28] also assessed 53 GGNs in 
terms of nodule size, shape, contour, internal characteristics, 
and the presence of a pleural tag. They compared the find-

Figure 4. ‌�An example of evaluation for segmentation accuracy with the result of manual segmentation (red contour) #2. (A) Seeded 
region growing (SRG, black), (B) K-means clustering (KMN, yellow), (C) fuzzy C-means clustering (FCM, white), (D) level-set 
based active contour model (Level-set based ACM, green), (E) localized region-based active contour model (Localized ACM, 
blue), and (F) overall comparison of accuracy for each method with boundary overlay.

A B C

D E F

Table 1. The result of the Dice coefficient calculation from 40 GGNs in CT images

Min Max Average SD

Level-set-based ACM 0.3914 0.9251 0.8080 0.1204
Localized region-based ACM 0.5119 0.9483 0.8001 0.1127
SRG 0.1208 0.9277 0.6290 0.2362
K-means 0.4849 0.9280 0.7953 0.1151
Fuzzy C-means 0.4694 0.9287 0.7999 0.1101

GGN: ground-glass nodule, CT: computed tomography, ACM: active contour model, SRG: seeded region growing, SD: standard de-
viation.
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ings with histopathological results. In their study, about 75% 
of persistent GGNs were attributed to BAC or adenocarci-

noma with a BAC component.
	 Despite these potential clinical significances, persistent 
GGNs are still often missed by CT screenings because the 
lesions are represented by low attenuation and are faint. The 
discrimination of malignant nodules from benign tumors 
is also difficult, although thin-section CT has been widely 
used. Fortunately, useful computerized image processing 
techniques have been used in the detection and characteriza-
tion of persistent GGNs in recent times.
	 In our study, to extract persistent GGNs, which are often 
considered an important marker in lung cancer diagnosis 
through CT images, we attempted to find an effective seg-
mentation method following a detection step. To do this, we 
performed a comparative study to evaluate segmentation 
accuracy of five segmentation methods that are widely used 
for medical image segmentation. Of course, medical images 
generally show a large degree of variability. For this reason, 
we selected and applied semi-automatic segmentation meth-
ods rather than fully automatic methods. 
	 In the case of seeded region growing, it has its own advan-
tage in that it can be applied easily and fast. However, we 
expected that it would be difficult to apply to extraction in a 
microstructure region such as a GGN, because it only con-
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Figure 5. ‌�The result of the ROC analysis. Each line is represented 
in different colors according to the method as follows: 
the level-set based active contour model (LevelSet_
ACM, red), the localized region-based active contour 
model (Localized_ACM, black dotted), the seeded region 
growing (SRG, green), the K-means clustering (KMEANS, 
blue dotted), and the fuzzy C-means clustering (FCM, 
yellow dotted).

Table 2. The result of the AUC calculation

Method AUC SE
Approximate significance 

probability

Approximate 95% CI

Lower Upper

Level-set-based ACM 0.943 0.028 0.000 0.889 0.997
Localized region-based ACM 0.939 0.028 0.000 0.883 0.994
SRG 0.792 0.051 0.000 0.698 0.897
K-means 0.932 0.030 0.000 0.873 0.991
Fuzzy C-means 0.934 0.027 0.000 0.882 0.986

AUC: area under the curve, SE: standard error, CI: confidence interval, ACM: active contour model, SRG: seeded region growing.

A B

Figure 6. ‌�An example of over-seg
mentat ion  and under-
segmentation: (A) under 
segmented region in the 
segmentation with the lev-
el-set based active contour 
model (yellow regions); (B) 
over segmented region in 
the segmentation with the 
seeded region growing (red 
regions).
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siders pixel intensity and shows different results depending 
on the position of the initial seed point. Moreover, the results 
of the practical test also showed the lowest suitability.
	 In the case of two clustering-based methods, they showed 
more stable results than the SRG method. However, they also 
demonstrated different results depending on the number of 
initial clusters or the variability of sample points, so there 
still remains a limitation. 
	 On the contrary, the level-set-based active contour model 
has advantages whereby it is possible to segment a very small 
ROI region, such as a GGN at high speed, and multiply when 
various objects exist in an image. It is expected to obtain re-
sults.
	 The localized region-based active contour model is known 
to provide robustness against initial curve position and in-
sensitivity to image noise. With such advantages, this meth-
od has been used to segment thyroid nodules in ultrasound 
and scintigraphy images recently. Therefore, we expected to 
get better results when we selected and applied it to GGN 
images. However, our test showed that it achieved rather 
lower segmentation performance compared to the level-set-
based active contour method.
	 In the present study, we did not include the segmentation 
of multiple objects in an image because we only focused on 
segmentation accuracy. That being said, we will surely con-
sider that aspect in our future studies. Although it demon-
strated great potential as to its application in helping special-
ists extract the correct GGN region, our methodology still 
requires the use of other techniques.
	 Firstly, some ROI images were magnified with proper sizes 
for our test because their original object sizes were very 
small. Some of them showed data losses regarding intensity 
information including object boundaries, to a greater or 
lesser extent. For this reason, these data showed the results 
of under- or over-segmentation as shown in Figure 6. For 
example, Figure 6A shows the result of the segmentation by 
the level-set-based active contour method (practically this 
data was not included our test).
	 Although we obtained a mean Dice coefficient of 0.8080, 
it also represents the same issue at parts of an image. There-
fore, we believe that a more improved method is required, 
which can preserve edges effectively on the segmentation 
of microstructure regions. It is expected that we can greatly 
improve the overall accuracy of segmentation if we use more 
adaptive methods.
	 The number of patients’ images did not allow us to carry 
out more precise analyses to ascertain the total efficiency 
of the methods. Thus, it is necessary to deepen our pres-

ent analysis with a larger and more balanced image base of 
patients. Also, it is important to use other images, obtained 
under different acquisition protocols to better evaluate the 
behavior of the present methods. In addition, we did not 
attempt to segment GGNs, which were represented by mul-
tiple nodules on thin-section CT scans. However, we expect 
to achieve it easily after appropriate parameter settings be-
cause one characteristic of the level-set-based active contour 
model is that it allows us to extract multiple objects simulta-
neously.
	 In conclusion, we hope to extend the present methods to 
the study of GGN detection and segmentation in 3D space. 
To analyze objects, which have 3D characteristics in nature, 
we believe that 3D-based methods, which could minimize 
the loss of information compared with 2D-based methods, 
are more suitable. Furthermore, we also believe that it is 
more effective in terms of time and cost. As reported in 
many recent studies, research on 3D CAD systems and vari-
ous related technologies continues to be as vigorous as ever 
[29,30]. 
	 Although various image segmentation methods have been 
developed in many studies, they have considered the ‘trade-
off ’ between speed and accuracy as an important common 
problem. We think our study should help to establish a 
proper standard for accuracy and speed for segmentation. 
Thoughtful consideration of this problem is very important 
for clinical diagnosis. 
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