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Environmental assessments are critical for ensuring the sustainable development of human civilization.
The integration of artificial intelligence (AI) in these assessments has shown great promise, yet the "black
box" nature of AI models often undermines trust due to the lack of transparency in their decision-making
processes, even when these models demonstrate high accuracy. To address this challenge, we evaluated
the performance of a transformer model against other AI approaches, utilizing extensive multivariate and
spatiotemporal environmental datasets encompassing both natural and anthropogenic indicators. We
further explored the application of saliency maps as a novel explainability tool in multi-source AI-driven
environmental assessments, enabling the identification of individual indicators' contributions to the
model's predictions. We find that the transformer model outperforms others, achieving an accuracy of
about 98% and an area under the receiver operating characteristic curve (AUC) of 0.891. Regionally, the
environmental assessment values are predominantly classified as level II or III in the central and
southwestern study areas, level IV in the northern region, and level V in the western region. Through
explainability analysis, we identify that water hardness, total dissolved solids, and arsenic concentrations
are the most influential indicators in the model. Our AI-driven environmental assessment model is ac-
curate and explainable, offering actionable insights for targeted environmental management. Further-
more, this study advances the application of AI in environmental science by presenting a robust,
explainable model that bridges the gap between machine learning and environmental governance,
enhancing both understanding and trust in AI-assisted environmental assessments.
© 2024 The Authors. Published by Elsevier B.V. on behalf of Chinese Society for Environmental Sciences,
Harbin Institute of Technology, Chinese Research Academy of Environmental Sciences. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Rapid urbanisation and industrialisation threaten environ-
mental and human health and have led to widespread
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environmental pollution [1]. Environmental assessments are an
important tool for supporting sustainable development, and re-
searchers are increasingly utilizing big data and artificial intelli-
gence (AI) to conduct these assessments [2e6]. Although using AI
to conduct environmental assessments is convenient and efficient,
there are inherent risks in relying on AI models, such as trans-
parency, interpretability, and trust. In environmental assessment,
AI shows potential for providing high-efficiency, high-precision
assessments; however, steps must be taken to ensure AI models'
reliability, credibility, and explainability.

Excessive industrial emissions lead to the diffusion of pollutants
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into underground aquifers, causing widespread deterioration of the
environment [7]. To more accurately and efficiently assess the
environmental pollution and human health problems caused by
industrial emissions, many scholars have attempted to analyse the
groundwater flow, scope of pollution, and toxicology of pollutants
in the study area by conducting hydrogeological surveys at local
scales [8,9]. However, due to the complexity of environmental
pollution, assessment models that can process big data are
required. The evaluation of environmental pollution risk was
developed based on the study of groundwater environmental
vulnerability [10]. The development process can be divided into
three stages: (1) evaluating groundwater pollution risk based on
groundwater vulnerability [11,12], (2) evaluating groundwater
pollution risk based on the superposition of groundwater vulner-
ability and pollution load [13,14], and (3) evaluating groundwater
pollution risk based on the superposition of groundwater vulner-
ability, pollution load, and groundwater value [15,16]. The DRASTIC
model is the most widely used coverage index method for evalu-
ating the risk of environmental pollution [17e20]. However, since
the index score and distribution weight are easily affected by
subjective factors, researchers have continuously improved this
model [21,22]. Kazakis developed two new methods, DRASTIC-PA
and DRASTIC-PAN, by incorporating land use types into the orig-
inal model [23]. When evaluating groundwater vulnerability in
Jilin, China, Huan et al. replaced the two indices of aquifer medium
and topographic slope with aquifer thickness and groundwater
flow rate and added the evaluation index of land use type, thus
constructing the DRSIHVL model [24]. In evaluating the environ-
mental pollution risk in the northern suburbs of Yinchuan,Wu et al.
proposed the DRTILSQ model, which improved upon the DRASTIC
model in three aspects: groundwater inherent vulnerability,
pollution load, and groundwater value [25]. The improved DRASTIC
model has been widely used in many countries, including the
United States [26,27], Canada [28,29], Europe [30,31], India [32,33],
and China [34,35], to assess the pollution risks in diving or confined
water regions. However, there is an ongoing need for improved
environmental assessment models worldwide.

Many scholars have attempted to use a variety of indicators and
algorithms to conduct a comprehensive, efficient, and high-
precision environmental assessment. Many researchers have
studied the impact of environmental pollution on human health
through health risk assessments [36,37]. Human health risk as-
sessments describe the potential effects of exposure to harmful
substances. The assessment process determines current or future
human health risks by evaluating the degree of human exposure to
toxic or harmful substances. For example, the long-term use of
nitrogen fertilisers in agriculture leads to excessive nitrate content
in groundwater, and continuous consumption of nitrates can lead
to conditions such as decreased blood oxygen-carrying capacity,
blue baby syndrome, multiple sclerosis, and gastric cancer [38,39].
In addition, industrial waste discharge can lead to excessive fluo-
ride or radioactive substances in groundwater. Long-term
groundwater use with elevated fluoride levels can lead to skeletal
and dental fluorosis [40]. Similarly, the presence of radioactive
materials such as uranium in drinking water may have adverse
effects on the kidneys and bones [41,42]. In the 21st century, human
health risk assessments have attracted the attention of scholars
worldwide, and many studies have been conducted in specific
research areas on the degree of risk to human health caused by
pollutants in water bodies. Li et al. conducted in-depth research on
the uncertainty in health risks and analysed the uncertainty using
theMonte Carlomethod combinedwith random and fuzzy theories
[43]. Muhammad et al. measured the arsenic (As) content in the
water bodies of the Kohistan region and found that the intake of As
through drinking water had a low non-carcinogenic risk and a
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moderate carcinogenic risk [44]. Siddique et al. calculated the
health risk of trihalomethanes in drinking water in the Karachi
urban industrial area of Pakistan and found that the chloroform
content in some areas was unacceptable [45]. Considering the un-
certainty of the health risk model parameters, Yang et al. analysed
the health risk value of shallow groundwater in the Yinchuan Plain
using fuzzy theory and calculated the health risks to adults and
children [46]. In many cases, environmental and human health risk
assessments focus on the pollutant content in groundwater. To
improve the accuracy of assessment results, many scholars have
adopted machine learning methods, such as the logistic regression
model [27], artificial neural network (ANN) model, support vector
machine (SVM) model [47,48], random forest (RF)-assisted ANN
method, SVM-RF method, SVM-ANN method [49], and the use of
large, multivariate, geospatial-temporal datasets [50]. Jaydhar
envisioned that deep learning methods will contribute to the pre-
diction and vulnerability analysis of groundwater parameters
combined with hydrogeochemistry and the environment [51].
Although big data and AI-based environmental assessments are
increasing in popularity [2e6], the assessment accuracy and effi-
ciency of existing environmental assessment algorithms require
further improvement. Moreover, few studies have been conducted
on convolutional neural network (CNN) environmental big data
models, and studies on transformer environmental big data models
have not yet been published. In the field of intelligent algorithms,
the transformer model has gained popularity and has the advan-
tages of high precision and good interpretability [52e54]. For
example, many popular underlying models of ChatGPT are trans-
former models [55]. Hence, this study aimed to use deep learning
models and multi-source big data to achieve a comprehensive,
efficient, and high-precision environmental assessment.

In addition, using AI models presents certain safety risks,
especially in research fields where the outcome may be life-
threatening, such as medical treatment, human health, and envi-
ronmental ecology. Therefore, AI should not be used in these fields
without taking steps to mitigate the risks. Additionally, the level of
explainability and credibility of the AI model must be considered.
Although deep learning models are generally regarded as impor-
tant tools, the inherent lack of transparency and interpretability
associated with black-box technology can foster a lack of trust in AI
models. Therefore, measures should be implemented to improve
the trustworthiness of model outcomes, such as through counter-
factual interpretation. This is particularly important for the current
study's application environment. In this manner, one can also
become familiar with the unknown process by understanding the
assumed input conditions associated with the change in results
[56]. Therefore, this problem requires attention in the field of
environmental assessments [56]. Although AI environmental
assessment models are highly efficient and accurate, the level of
trust in their outcomes is low due to the black box phenomenon.
Ongoing research is required to improve the explainability and
credibility of deep learning models. Model explainability remains
an open issue in studying the operational mechanisms of deep
learning models frommultiple perspectives. Generally, research on
this topic is divided into three dimensions: active or ex-post
explainability, local or global explainability, and explained objects
[57]. Among them, one classic local method is based on the
explainability of the input, to attribute the prediction results of the
model to different input features. This method masks or disturbs
the original input's features to measure each feature's influence on
the output and the contribution of each feature to the output. The
basic principle of the perturbation-based explainability method is
to evaluate the input features one at a time by constructing many
perturbation samples and ranking the importance of each input
feature. Therefore, another goal of this study was to examine the
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explainability of a multi-source AI environmental assessment
model.

In summary, environmental assessments require multi-source
index data. There is still room for improvement in the accuracy of
environmental assessment models, and the results of large models,
such as the transformer environmental model, have not yet been
reported. Applying the “AI þ Environment” model also requires
consideration of its reliability and explainability. These are urgent
problems that must be addressed. Trusted and high-precision AI
serving multi-source environmental assessment is based on deep
learning Transformer model and multi-source environmental big
data (Fig. 1). In this study, we utilised multivariate indicators, long
time-series observation data, and other spatiotemporal big data
[58]. Regarding big data high-precisionmodel methods, we focused
on transformer and CNN models and developed a new environ-
mental assessment model based on multi-source big data. We
analysed the efficiency and explainability of this deep learning
model for multi-source data environmental assessment to ensure
that the model was reliable and trustworthy. This explainable AI
environmental assessment model can be used in “machine teach-
ing” to guide humans to govern the environment based on clear
and focused indicators.
2. Methods and materials

2.1. Explainable deep learning method of multi-source
environmental risk assessment

This study primarily utilised the popular transformer model
with an encoderedecoder structure. The encoder is stacked using
an input embedding layer and multiple encoder layers. Each
encoder layer contains a multi-head attention layer and a feed-
forward layer, forming a residual connection between the two
layers. The multi-head self-attention and feed-forward neural
network layers were constructed by layer normalisation. The
decoder was stacked using multiple decoder layers. In contrast to
the encoder layer, a cross-attention layer was added to each
decoder layer to fuse information from the encoder. In 2017, the
transformer model was developed based on a mathematical tech-
nique known as self-attention [52]. Subsequently, based on the
transformer architecture, the BERT model was ranked first among
the major natural language processing models and continued to
approach or even exceed human performance. The Vision Trans-
former, proposed by Google Brain researchers, applied the trans-
former model to the computer vision field with minimal changes,
showing strong feature-learning capabilities [54]. Fig. 1 shows the
network framework for deep learning (transformers).

In this study, we focused on introducing self-attention and
multi-head attention mechanisms. The principle of the self-
attention mechanism is that three different sequence vectors of
images are obtained through a linear transformation: query (Q), key
(K), and value (V). These three vectors are obtained through input
vector transformation. The attention layer aggregates Q, K, and V,
updates the output vector and uniformly expresses the entire
process as follows:

AttentionðQ ;K;VÞ¼ Softmax

 
QKTffiffiffiffiffi
dk

p
!
V (1)

The attention weight is generated by the dot-product operation
between Q and K. To stabilise the gradient, the scaling factor

ffiffiffiffiffi
dk

p
is

used, where dk is the dimension of Q and K. Then we used the
Softmax function to normalise the attention weight.

Multi-head attention is a mechanism that can be used to
3

improve the performance of the general self-attention layer.
Different attention heads use different Q, K, and V matrices. Owing
to the random initialisation, these matrices can project the trained
input vector into different representation subspaces and be pro-
cessed in parallel using multiple independent attention heads
(layers). The resulting vector is aggregated and mapped to the final
output. The multi-head attention calculation process is as follows:

MultiHeadðQ ;K;VÞ¼ConcatðZ1; Z2;…; ZiÞWO (2)

where Zi represents the output matrix of each head, and Wo rep-
resents the output projection matrix.

Similarly, although we accept the validity of human decision-
making despite our limited understanding of the brain's work-
ings, we can extend comparable credibility to AI models. These
models are based on neural networks and algorithms that emulate
the structure and processes of the human brain. Therefore,
although the deep-learning model of AI is considered an end-to-
end black box, an in-depth study of its explainability and results
can enhance its credibility. This study reverses the importance of
model index characteristics through data-driven deep-learning
model results. It combines the original attributes of indicators to
study the explainability of the deep-learning model. The input is
disturbed by one or a set of input feature deviations to obtain the
difference between the output after the disturbance and the orig-
inal output. The degree of influence of different inputs on the result
is obtained to determine the importance of the index feature. The
perturbation-based method can directly estimate the importance
of features, and it is simple and universal. Examples of the appli-
cations of this method include occlusion experiments [59] and
saliency-mapping methods [60,61]. However, the input data in the
multi-source environmental assessment in this study were slightly
different from ordinary image data, as we utilised multi-
dimensional and multi-channel image data. The explainability of
the deep learning model was consistent, and it was still necessary
to determine the influence of each index feature on the entire
model. The environmental risk assessment indicators are as
follows:

fY1; Y2; Y3;…; Yng (3)

In this study, by removing or increasing the disturbance DY of index
feature y, re-input it into the trained model, the accuracy of the
environmental risk assessment results, that is, the increased total
error De, is calculated. Here, Y is an index layer, where the pixels of
the specific multi-dimensional data contain [X1, X2, X3, …, Xn]. The
multi-dimensional pixels correspond to different levels of envi-
ronmental risk.

Similar to the calculation methods used with a saliency map
[60,61], the change in each index is set to DY, and the error change
of each index change to the overall environmental assessment
result is De. The importance of the index characteristics can be
expressed as:

s¼DY
De

¼ vY
ve

(4)

To determine the importance of each index in the AI model, we
can calculate its S value andmatch it with the meaning of the index
feature. This provides an explanation of the AI environmental risk
assessment and increases trust in the model.

In addition, we conducted the study in the Guanzhong Plain
(107�400e109�490 E, 33�390e34�450 N), within the central region of
the Yellow River Basin in China, north of theWeihe River, covering a
total area of 10,180 km2 (Fig. 2). The pollution originated from
sewage discharge by the nearby industrial park (Fig. 2). During the



Fig. 1. The technical flowchart of explainable deep learning (transformer) and big data for environmental risk assessment.
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investigation, pollution indicators in the water samples exceeded
regulatory standards, with each of the four factories discharging
different substances above these thresholds. Table 1 lists the spe-
cific substances that exceeded the standards. Additional data can be
found in the Supplementary Material.

The overall terrain pattern of the study area is southeast high,
northwest low, and dustpan-shaped. The terrain is steeply inclined
to the north, with an average altitude of more than 2000 m. The
strata are mainly igneous rocks, followed by metamorphic rocks,
and many turbulent rivers, which are significant to the water
4

resources conservation of Xi'an [62]. The study area is characterised
by awarm temperate, semi-arid, semi-humid continental monsoon
climate. Quaternary loose sediments are widely distributed in the
study area, providing an excellent location for groundwater storage.
The aquifer within 300 m is Xi'an's primary source for urban water
extraction. The aquifer group can be divided into phreatic and
confined water according to the differences in landform, geological
conditions, and hydrodynamic characteristics. The phreatic aquifer
consists of Quaternary Holocene and Middle Pleistocene, mainly
composed of sand, sandy gravel with clay, sandy soil, and loess,



Fig. 2. The study area (a) and its hydrogeological section map (b).

Table 1
Excessive pollution index in industrial parks.

Pollution sources (unit) Source location

#1 #2 #3 #4

Total hardness of water (THW, mg L�1) 506.0 599.0 0.0 0.0
Total dissolved solids (TDS, mg L�1) 1310.0 1441.0 0.0 0.0
As (mg L�1) 0.0 0.0 3.9 0.0
NH3-N (mg L�1) 0.0 0.0 0.0 16.4
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with thickness ranging from 10 to 70 m. This aquifer serves as the
main mining layer of irrigation and suburban water supply, with
mining depths generally ranging from 5 to 40 m. The confined
aquifer, comprising the Middle and Lower Pleistocene of the Qua-
ternary system, features interbedded layers with different thick-
nesses of sand, sand gravel, clay, and sand. This aquifer has a
thickness ranging from 50 to 180 m and serves as the main mining
layer in suburban self-provided well areas, with mining depths
generally ranging from 40 to 300 m. The hydrogeological survey of
the study area is as follows.

(1) Alluvial gravel pore water-bearing rock group

This comprises fast-circulating alluvial or diluvial coarse sand
and gravel pore water-bearing rock groups. It has sufficient
recharge sources and abundant water. The aquifer thickness is
20e80m. The sediment layer is thick near the river and thin farther
away. The water level is shallow, and the single well water output
generally exceeds 2000 m3 d�1, distributed in the floodplain,
terrace, ancient river depression, and other landforms of the Weihe
River valley.
5

(2) Flood sand gravel pore water-bearing rock group

This is distributed in the Piedmont zone of the northern slope of
the Qinling Mountains. The buried depth of the water level varies,
and the thickness is inconsistent. Closer to the Piedmont, the
groundwater level depth increases, reaching up to 30e40 m, while
at the front edge of the alluvial plain, the water level is shallower.
The buried depth of the water level is shallow. The main charac-
teristics are transport, fast circulation, and uneven water richness.
In the Yukou region and on both sides of the aquifer, the compo-
sition is primarily boulders, gravel, and coarse particles, resulting in
substantial thickness and a permeability coefficient of
20e50 m d�1, which supports a good water yield. The aquifer be-
tween the fans and the front edge has poor sorting, high mud
content, small thickness, a permeability coefficient of 3e20 m d�1,
and poor water richness.

(3) The loess pore fissure phreatic aquifer rock group

This mainly comprises middle and lower Pleistocene loess and
paleosol pore fissure phreatic aquifers. Its thickness generally
ranges from 20 to 80 m, with water depths of 20e50 m, and a unit
water inflow of approximately 5e1000 m3 d�1. In the vertical di-
rection, the pores are developed, providing good connectivity and
fast circulation and migration speeds. In the horizontal direction,
the runoff is slow, with the water level depth increasing from the
center of the tableland to its edges, water richness weakening from
strong to weak. The average annual rainfall is 507.7e719.8 mm. The
rainfall infiltration coefficient a is mainly affected by the lithology
of the unsaturated zone, topographic slope, water level depth, and
other hydrogeological conditions.

(4) Chemical characteristics of diving

The alluvial slope plain in the Piedmont of Luo Mountain is
mainly composed of gravel pebbles and boulders, providing
favorable conditions for groundwater recharge and runoff. Under
long-term severe leaching, a single HCO3-Ca water layer is formed,
and the salinity is less than 0.5 g L�1. In the loess tableland area, the
phreatic water is mainly recharged by atmospheric precipitation
and irrigation water, draining into the river valley by horizontal
runoff. The soluble salt in the water alternating zone is mostly
removed by leaching. Due to the substantial buried depth of the
water level, evaporation and concentration are weak. The chemical
composition of the water is mainly HCO3-Ca$Mg type water, and
the salinity is 0.5e1.0 g L�1. From the front edge of the loess
tableland to the vast plain area of the Weihe River valley terrace,
the aquifer is mostly weathered granite and metamorphic rock
debris. With the increase of underground runoff distance, the
alternating adsorption and mixing effect are enhanced, and the salt
gradually accumulates. The anions in the groundwater appear as
NaCa, NaMg, or NaMgCa combination types with HCO3

� cations, and
the salinity is 0.7e1.6 g L�1. In the main urban area and the
northern suburbs, due to the discharge of many anthropogenic
pollutants such as waste discharge and sewage irrigation, Cl-HCO3,
HCO3-Cl, and HCO3-SO4 waters are formed, with salinity levels
between 1 and 3 g L�1. Bahe River, Fenghe River, and other major
river riparian zones are types of dilution and desalination of sub-
mersible recharge rivers, which are HCO3-Ca type water with
salinity less than 0.5 g L�1.



Table 2
Parameter table for human health risk assessment.

Parameter Children Adults

Pollutant concentration (mg L�1) Constant Constant
Average daily intake (L d�1) [63] 1.1 1.7
Exposure frequency (D a�1) [65] 350.0 350.0
Duration of exposure (a) [66] 10.0 30.0
Average weight (kg) [67] 16.0 62.7
Average time of action (d) [63] 3650.0 10950.0
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(5) Hydrochemical characteristics of confined water

The groundwater in this region is characterized by its significant
depth, slow runoff, low salinity, and uniform hydrochemical type.
Moving from south to north, the hydrochemical type transitions
from HCO3-Ca water in the Piedmont area to HCO3-Ca$Na water in
the loess tableland and valley terrace. HCO3-Na-type water appears
on the bank of theWeihe River, and the salinity increases gradually.
Due to the variation of the hydrochemical environment, there are
more complex hydrochemical types in the shallow geothermal
anomaly area and the man-made pollution area in the suburbs.

2.2. Lon simulation model of groundwater environmental pollution

In environmental assessment, the simulation of groundwater
flow field and pollutant migration is usually used to establish the
distribution of groundwater in the natural environment and the
pollution discharge due to human factors. Models such as the
migration numerical model of As and ammonia nitrogen can be
used to predict and analyse environmental water pollution. The
problem of contaminant transport in groundwater involves two
mathematical models: the mathematical model of groundwater
flow and the mathematical model of contaminant transport.
Additional basic data information can be found in the Supple-
mentary Materials.

(1) The mathematical model of groundwater flow under natural
conditions can be expressed as a three-dimensional un-
steady flow mathematical model:

8>>>>>><
>>>>>>:

m
vH
vt
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X
2

(5)

where H is the groundwater head (m); Dx, Dy, Dz are the x, y, z di-
rection permeability coefficients (m d�1); H1 is the boundary head
of the first category of aquifers (m); ε is the sourceesink intensity
(including mining intensity, etc.) (d�1); S1 is the first boundary of
the aquifer; and S2 is the second boundary of the aquifer.

(2) The numerical model of pollutant migration is expressed as
follows:

Rd
vc
vt

¼ v

vxi

 
Aij

vc
vxj

!
� v

vxi
ðcviÞþ

qs
q
cs þ

X
Rk (6)

where Rd is the retardation factor (Rd ¼ 1þ rbkd=q), in which rb
represents the skeleton density and kd denotes the distribution
coefficient; c is the pollutant concentration in the groundwater (mg
L�1); t represents time (d); xi is the distance in all directions along
the axis (m); Aij is the hydrodynamic diffusion coefficient; vi is the
groundwater seepage velocity (m d�1); qs is the unit flow of sources
and sinks (m3 d�1); cs is the concentration of source and sink (mg
L�1); q is the aquifer porosity; and

P
Rk are the reaction terms.

2.3. Human health risk assessment models

Environmental pollution emissions harm the human body
mainly through drinkingwater and skin contact. Health risks can be
divided into carcinogenic risks and non-carcinogenic risks. In the
6

study area, the primary pollutants d total hardness of water
(THW), total dissolved solids (TDS), and NH3-N d are non-
carcinogenic substances. The study's affected population was
divided into children and adults. The exposure dose was calculated
as follows for non-carcinogenic risk [63].

ADD¼ PC � AI � EF � ED
AW � AT

(7)

HI¼HQWater þ HQSkin ¼ ADD
RfD

þ HQSkin (8)

where ADD is the average daily exposure dose of water intake (mg
kg�1 d�1); PC is the pollutant concentration (mg L�1); AI is the
average daily intake (L d�1); EF is the exposure frequency (d a�1);
ED is the duration of exposure (a); AW is the average weight (kg);
and AT is the average time of action (d). RfD is the reference dose of
each pollutant in mg kg�1 d�1, where As is 0.0003 mg kg�1 d�1,
total hardness is 0.0001 mg kg�1 d�1, TDS is 0.02 mg kg�1 d�1, and
NH3-N is 0.001 mg kg�1 d�1. HQwater is the non-carcinogenic risk
entropy of drinking water, HQSkin is the non-carcinogenic risk en-
tropy of skin contact, and HI is the total human health risk
assessment or non-carcinogenic risk value of the population under
the two exposure routes of water and skin. In this study area,HQSkin
is negligible compared with HQwater, in which, when HI > 1, the
non-carcinogens have potential health risks to the human body
[64]. The parameter table for human health risk assessment is
shown in Table 2.
2.4. GIS-based groundwater risk assessment model
(GRAM) þ artificial intelligence

Environmental assessment tends to be multidimensional and
multitemporal index-based [58,68]. The comprehensive assess-
ment system of pollution risk of sewage discharge in industrial
parks in the study area combines a groundwater vulnerability
assessment, a pollutant load diffusion model, and an environ-
mental remote sensing assessment method. In this study, the
environmental assessment indicators were reorganised into natu-
rally important indicators of environmental and human health risk
assessment and man-made important indicators for the same
purposes. Further information can be found in the Supplementary
Materials.

According to the analytic hierarchy process [69e72], the
comprehensive evaluation of the environmental evaluation index
and index weight can be calculated by the following formula:

S¼
Xn
i¼1

Y1 �W1 i ¼ 1;2;3…;n (9)

where Y represents the environment-related indicators, such as
slope, rainfall, soil index, aeration zone medium, permeability co-
efficient, pollutant toxicity, and pollutant leakage; W is the weight
of each index. The results can be obtained using geographic infor-
mation system (GIS) technology to process each evaluation index.
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Since the development of environmental risk assessment, re-
searchers have begun to downplay the concept of weights and
believe that a certain human factor interferes with weights. They
have begun to use object-oriented machine learning methods, such
as neural networks, SVM, RF, and even deep learning. Each model
can be simplified to the fitting relationship between input in-
dicators and results:

A ¼ X � B (10)

where X is the prediction training model (RF, SVM, deep learning,
etc.), A is the prediction result, and B is the model input data (such
as multiple indicator data and sample label data). This study uses
deep learning, such as transformers and convolutional neural net-
works [73e75], to train the model and compare the results with RF,
ANN, SVM, and other machine learning models.

Using the water environment status and monitoring data of
Xi'an City's Ecological Environment Bureau (http://xaepb.xa.gov.cn/
xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html), we con-
structed machine learning label data. A total of 31 monitoring
points controlled by the city and above were monitored in Xi'an,
including 22 monitoring sections controlled by the province and
above, using a total of 21 assessment and monitoring indicators.
The environmental monitoring sites monitored the pH, dissolved
oxygen, permanganate index, five-day biochemical oxygen de-
mand, ammonia nitrogen, petroleum, phenol, mercury, lead, cad-
mium, anionic surfactant, chromium (hexavalent), fluoride, total
phosphorus, cyanide, sulfide, arsenic, chemical oxygen demand,
copper, zinc, and selenium levels of the water environment. Ac-
cording to the Chinese Water Environment Quality Standard and
Water Environment Quality Evaluation Method (trial), water
environment quality can be divided into five levels, with levels I to
III accounting for 90.3% of the total, level IV accounting for 9.7%, and
level V being negligible. Sample data from the machine learning
models used in this study are shown in Table 3.
3. Results

3.1. Explainable high-precision results of deep learning and
environmental big data

This study used multi-source environmental data, divided into
important natural and man-made environmental and human
health risk assessment indicators. In the environmental assess-
ment, references are made to groundwater vulnerability, environ-
mental pollution, and environmental remote sensing assessment.
Table 3
Location of sample area and levels of environmental assessment.

Sampling point Position coordinat

Bahekou 34�402.0400 N,1
Jiajiatang 34�13031.2200 N,
Sanliqiao 33�48012.1800 N,
Tianyukou 33�47041.5900 N,
Xitongqiao 34�404.4900 N,1
Sanlangcun 34�12043.2600 N,
Madongcun 34�1808.2100 N,1
Xixinglong 33�46014.6800 N,
Liangjiaqiao 33�50021.9800 N,
Wenrao Road 33�48046.7200 N
Weihehengqiao 34�10024.4700 N,
Gengzhengqiao 34�17010.0900 N

Farm West Station 34�7047.1800 N,
Xinfengzhengdaqiao 34�16019.4600 N,

Shichuan River into Wei Plain 34�37035.1500 N
Rao River flows into the Wei River 33�43039.6600 N
Heihe River flows into the Wei River 33�51044.4400 N,
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For this study, we selected several natural common indicators [58],
such as groundwater depth, recharge, aquifer media, soil indicator,
terrain (slope), and aquifer permeability coefficient, and several
man-made common indicators [68], such as pollution source
leakage, toxicity effect distribution, and pollution diffusion pre-
diction. The multi-source index data and label data were used as
input data (Fig. 3a), then GMS [76], MapGIS [77], ENVI [78], and
other professional software were used to preprocess the multi-
source index image data and normalise them into TIFF image
format. The RF, Maxlikelihood, ANN, ACE, SVM, CNN, and trans-
former models were selected as intelligent models. The trans-
former model utilises a deep network structure (Fig. 3a). Following
several training iterations, the results for each model are shown in
Table 4.

The transformer environmental assessment model's accuracy
was 97.68%, followed by the CNN and SVM models. The data anal-
ysis of the ROC curves of the differentmodels is shown in Table 4. In
these results, the area under the curve (AUC) of the transformer
model was 0.891, followed by the AUC value of the CNN model
(0.833) and the SVM model (0.722). The AUC value of the ACE
model was 0.465, the Maxlikelihood model was 0.396, and the AUC
value of the RFV model was 0.389. The closer the AUC of the ROC
curve is to 1, the better the classification effect of the obtained
model is. The standard error of the transformer and CNN results
was also relatively reduced to 0.083. The standard errors of other
results were 0.099 for RF andMaxlikelihood, 0.100 for ACE, 0.101 for
SVM, and 0.104 for ANN. Deep learning and environmental multi-
source big data results were divided into five levels (I, II, III, IV,
and V) corresponding to the classification in the Chinese Interna-
tional Water Environment Standard document (Fig. 3b). According
to the classification results and ROC curves, we focused on themore
accurate and less error-prone results from the deep learningmodel.
The analysis revealed that thewater environment in the central and
southwestern parts of the study area was mostly level II and level
III; the northern part was mainly level IV; and the western part had
a level V water environment. Thus, the proposed deep learning
assessment model based on big environmental data can provide an
environmental risk assessment with high precision. The explain-
ability of the complex model is provided in Fig. 3c.
3.2. Explainability analysis results of deep learning and
environmental big data

A high-precision environmental assessment model was devel-
oped using big data and deep learning. However, due to the diffi-
culties in summarising the nonlinear attributes of the deep learning
es of center point Environmental assessment level

09�55055.2400 E II
109�52010.6600 E III
108�53023.9400 E III
108�43043.9400 E II
09�47043.7200 E II
109�53028.6200 E III
09�59037.7800 E II
108�44024.5000 E III
109�30050.6200 E III
,109�8035.4100 E III
109�38040.5300 E II
,110�205.1600 E III
109�3606.2900 E V
110�16011.5600 E III
,110�1204.6900 E IV
,109�1302.5900 E II
108�51021.6600 E II

http://xaepb.xa.gov.cn/xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html
http://xaepb.xa.gov.cn/xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html


Fig. 3. High-precision and explainability analysis results of deep learning and envi-
ronmental multi-source big data. a, Workflow network structure of environmental risk
assessment based on deep learning. b, The results of the environment risk assessment
using deep learning (transformer). c, The contribution of indicators (or importance of
indicators) of the model based on explainable AI.
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model and its attention mechanism using correlation analysis, the
deep learning model remains a "black box". Despite this limitation,
the results obtained from the model are credible. Therefore, an
Table 4
The ROC curve data analysis table shows different model results.

Test model Area under curve Standard error A

RF 0.389 0.099 0
Maxlikelihood 0.396 0.099 0
ANN 0.500 0.104 1
ACE 0.465 0.100 0
CNN 0.833 0.083 0
SVM 0.722 0.101 0
Transformer 0.891 0.083 0

Test variable results: At least one of the RF, Maxlikelihood, ANN, ACE, CNN, SVM, or trans
statistics can be skewed.
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explainability analysis of the model was carried out to ensure the
explainability and reliability of the high-precision environmental
assessment model. Based on the saliency map [60,61], this study
proposed a multi-source big data model explainability method to
calculate the contribution of each index in the multi-dimensional
intelligent model. It analysed the explainability of the deep
learning environmental assessment model. The multi-source
model inputs the multi-dimensional index fY1;Y2;Y3;…;Yng of
the data, removes or increases the disturbance (DY) of one of the
dimension data, re-enters it into the trained model, calculates the
accuracy of the environmental assessment results, and increases
the error (De). Here, y is the one-dimensional environmental data
index layer, where the pixel of the specific multi-dimensional data
contains [X1, X2, X3, …, Xn], corresponding to different environ-
mental assessment rating labels. Similar to the calculation idea of
the saliency map [60,61], the change of each index is set to DY, the
error change of each index to the overall environmental assessment
result is De, and the importance of each dimension index feature
can be expressed as s ¼ DY=De ¼ vY=ve. The importance of a
single-dimension index in themodel can be obtained by calculating
the S value of each dimension index.With themeaning of the index
feature itself, the intelligent environment evaluation of the multi-
source index can be explained so that the model can be credible.
The index contribution of the deep learning model of environ-
mental big data based onmulti-source explainability in this study is
shown in Fig. 3c. Through in-depth analysis of the essence of the
high-efficiency multi-source intelligent environmental assessment
model obtained, the toxicity effects of THW, TDS, and As were
found to be high contribution indices in the nonlinear intelligent
model, playing an important role, followed by the NH3-N and TDS
pollution diffusion indices. The big data-driven and intelligent
depth model results can help humans take corrective actions,
improve the model's credibility, and realise explainable intelligent
environment evaluation.

The results of the single index distribution are shown in Fig. 4.
Our explainability analysis of the deep learning model shows that
the toxicity effects of THW, TDS, and As, along with the NH3-N and
TDS pollution diffusion indices, made a greater contribution to the
deep learningmodel and should be ourmain focus. The distribution
of these indicators is shown in Fig. 4i, j, 4m, 4p, and 4l. Based on
these explainable results, the “Explainable artificial intelligence
(XAI) þ Environment” model shows the potential to guide humans
to focus on these key indicators and achieve an explainable, reli-
able, and trusted high-precision environmental assessment.

Based on the explainability results of the deep learningmodel, it
is crucial to prioritize the toxicity effect of the THW index. The
Chinese national standard for the THW is 450 mg L�1. Excessive
THW can cause cardiovascular diseases such as hypertension and
atherosclerotic heart disease. Both excessively hard and excessively
soft water are detrimental to human health over prolonged periods.
Our analysis found that THW levels exceeded the standard in the
symptotic significance level Toward a 95% confidence interval

Lower bound Upper bound

.270 0.195 0.583

.301 0.202 0.590

.000 0.296 0.704

.730 0.269 0.662

.001 0.672 0.995

.027 0.524 0.921

.001 0.695 0.996

former models were between the positive and negative actual state groups, and the



Fig. 4. Assessment results of natural and man-made important indicators. a, Groundwater depth. b, Recharge. c, Aquifer media. d, Pollution source location. e, Soil index. f, Terrain.
g, Distribution diagram of aquifer permeability coefficient. h, Groundwater level contour. i, The toxicity effect distribution of total water hardness (THW) exceeds the standard. j, The
toxicity effect distribution of total dissolved solids (TDS) exceeds the standard. k, THW pollution diffusion prediction. l, TDS pollution diffusion prediction. m, The toxicity effect
distribution of excessive As. n, The toxicity effect distribution of exceeding NH3-N. o, As pollution diffusion prediction. p, NH3-N pollution diffusion prediction.
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northern and western parts of the study area (Fig. 4i). Follow-up
work is planned to remediate the THW toxicity distribution area.

According to the explainable results of the deep learning model,
we need to pay attention to the toxicity effect of the TDS index. The
national standard for total dissolved solids (TDS) is less than
1000mg L�1. While trace elements such as calcium andmagnesium
are essential for human health, other soluble substances in excess
can be harmful. When the body lacks sufficient trace elements, it
may absorb non-essential elements like lead, leading to dysfunc-
tions in proteins or enzymes. TDS exceeded the standard in the
western part of the northern region of the study area (Fig. 4j).
Follow-up work will focus on examining the distribution area of
TDS toxicity. The main reason for the excessive TDS is the discharge
9

of industrial sewage, necessitating stronger supervision and regu-
lation of sewage disposal practices.

The explainability results of the deep learning model indicate
the need to address the toxicity effect of the arsenic (As) index. The
national standard of As is less than 0.01 mg L�1. Excess intake of As
can cause ankylosing spondylitis in humans, affecting their families
and having implications for sexual health. As shown in Fig. 4m, the
northwest area of the study area was within the toxic influence
range of As, and the supervision of sewage discharge needs to be
strengthened.

In summary, the explainability analysis of the deep learning
model for environmental big data highlights the need to pay close
attention to the toxicity effects of THW, TDS, and As indices. The
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toxic diffusion areas of pollutants shown in Fig. 4i, j, and 4m were
mainly concentrated in the northern and western regions of the
study area. The environmental assessment results of the study area
were levels V and IV in the northern and western regions, respec-
tively (Fig. 3b), aligning with the model explainability analysis.
While a deep learning model without explainability analysis can
produce good results, it lacks proper validation due to its "black
box" nature, resulting in lower credibility. Meanwhile, using the
environmental big data depthmodel with its explainability analysis
provides a high-precision environmental assessment, yielding
credible and reliable results. Additionally, this approach allows for
identifying heavily polluted areas and prioritizing key governance
indicators based on the explainability results.

4. Discussion and conclusion

In this study, we proposed an explainable, high-precision deep
learning environmental assessment model based on multi-source
environmental big data. While satisfying the requirements of
high efficiency and precision, the XAI environmental assessment
model can be used to explain relevant multi-source indicator data
to environmental governance departments or personnel and guide
personnel to focus on key indicators.

Although previous studies have used high-precision models to
conduct environmental assessments [8e34,58,68], scant research
exists on the use of transformer models in this capacity, and
research focusing on the explainability of intelligent models is
lacking. For example, Zhao [8] used the theory of groundwater
environmental vulnerability, pollutant diffusion, and multi-source
indicators. Based on the theory of groundwater environmental
vulnerability and pollutant diffusion, Xu [58] used multi-source
indicators and remote sensing cloud computing to assess multi-
source environments over a long time series. Huang [68] com-
bined the toxicity of pollutants and their impact on human carci-
nogenic risk and considered environmental multi-source index
data. While these studies considered multi-source environmental
indicators, they did not delve into efficient and high-precision
models based on environmental multi-source big data as the cur-
rent study does. In addition, previous studies have used models
with explainability for environmental assessment. For example,
Baek [79] used network and decision-tree-based micro-pollutant
analysis of marine discharge. Their decision-tree model is an al-
gorithmwith its explainability. Based on the determined weights of
the indicators in the decision tree, a pollution analysis of marine
emissions was performed, and the method had a certain explain-
ability. Sahani [80] used logistic regression, decision trees, and RF
models to analyse and predict the sensitivity of a protected area and
clarified the relative importance of trail susceptibility causal vari-
ables using an RF model.

The difference between our work and previous research lies in
the use of a deep learningmodel based on the attentionmechanism
to assess the environment with high precision. Also, we used the
explainability method to analyse the explainability of the deep
network environmental assessment model in depth. Additionally,
we clarified the contribution of multi-source indicators in the deep
learning model. Most environmental assessment models still rely
on the DRASTIC model, pollutant transport model, or pollutant
toxicology analysis combined with traditional analytic hierarchy
process, RP, decision tree, and SVM models. Previous research on
applying multi-source deep learning environmental assessment
models is still in its infancy. In this study, we used multi-source
environmental data and compared the outcome of environmental
assessments conducted using the RF, Maxlikelihood, ANN, ACE,
SVM, CNN, and transformer models. We concluded that the deep
learning transformer model had the highest accuracy. Therefore, it
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is suitable for conducting efficient and high-precision environ-
mental assessments.

Existing multi-source AI environmental assessment models lack
accuracy and precision. Furthermore, as deep learning models are
often “black box” models, humans may be skeptical of the credi-
bility of the resulting estimations or predictions. Moreover,
although high-precision results have been obtained, they cannot
provide the most critical guidance for future environmental
governance because they cannot accurately identify the most crit-
ical indicators from multi-source data. Feature selection is a
fundamental challenge in machine learning, yet features are the
key to learning and understanding. When the impact of individual
features is assessed and consolidated within the model, the results
aremore accurate and robust [81]. Thus, we added an explainability
analysis to the high-precision deep learning model, and the results
provide key indicators for future environmental assessment sys-
tems that can aid in human decision-making. According to the
explainability results of the multi-source AI environmental
assessment model, the toxicity effects of THW, TDS, and As and the
diffusion of NH3-N and TDS pollution ranked high among the
contributing factors for environmental risk. Therefore, the model
results indicate that these indicators should be the focus in envi-
ronmental governance efforts.

In conclusion, big data and deep learning technologies have been
introduced to the field of environmental risk assessment, which can
increase the accuracy of assessments and reduce assessment errors.
Leveraging the local explainability analysis results in deep learning,
humans can identify areas with poor environmental conditions ac-
cording to the multi-source big data environmental assessment
model. This enables a targeted focus on addressing specific in-
dicators, aligning with the human-centred AI approach [82]. The
model developed in this study delivered a comprehensive and high-
precision environmental assessment, demonstrating its reliability
and credibility by addressing the "black box" issue inherent in deep-
learning environmental assessment models. This model facilitates
AI-driven recommendations for environmental improvements,
achieving a breakthrough from “machine learning” to “machine
teaching” in the environmental field. This innovation can foster a
greater understanding of and trust in AI environmental assessments.
This study provides a foundation for future research on high-
precision AI environmental assessments and elucidates the impor-
tance of performing explainability analysis on environmental
assessment models.

Data availability

According to the water environment status and monitoring data
of the Xi'an Ecological Environment Bureau (http://xaepb.xa.gov.
cn/xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html), we
made machine learning label data. The original satellite data can be
getten from https://glovis.usgs.gov/or https://www.cheosgrid.org.
cn/. And the hydrogeology and geological data can be obtained
from the official website of Geological Archives of China https://
www.ngac.cn/125cms/c/qggnew/index.htm. And the paper pro-
vides an annex describing the basic data of the study area. In
addition, the groundwater simulation model, pollutant diffusion
data or other data in this study can be available from the corre-
sponding author (Xing Yang, Yihua Hu and Daqin Wang) upon
request.

Code availability

The Python scripts and ArcMap & ENVI &
MODFOLOW þ MT3DMS models & explainable deep learning
method developed and used in this study are available from the

http://xaepb.xa.gov.cn/xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html
http://xaepb.xa.gov.cn/xxgk/hjzkgb/shjzlyb/628db482f8fd1c0bdc9a5b46.html
https://glovis.usgs.gov/
https://www.cheosgrid.org.cn/
https://www.cheosgrid.org.cn/
https://www.ngac.cn/125cms/c/qggnew/index.htm
https://www.ngac.cn/125cms/c/qggnew/index.htm
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